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Abstract:

In this deliverable, we describe the work done in the context of WP 4.1. First, we introduce a number
of relations defined on purely visual primitives that are used to derive visual Gestalts. These relations
are used also to define first OACs but also to compute visual entities that can have an haptic equivalent.
We then introduce the concept of a multi-sensorial primitive that combines visual and touch information
and we show that shape and other object properties such as weight and elasticity can be derived by
haptic information. We then describe a pre-grasping strategy that does not require any object models but
makes use of the visual relations defined before. Finally, we describe a module that extracts multi-modal
representations of objects by interaction of the robot and the visual system. The sub-modules introduced
here are used in particular in the context of demo 1 (see Deliverable D8.1.1 and D8.1.2) where a robot—
vision system is described which explores the environment.
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1. Introduction

Note: In this deliverable, we rather briefly describe different pieces of work that are relevant for the tasks
in WP 4.1 with the intention to present a ‘red thread’ and the relations between them. These works are
described in more detail in accepted [A, C, E, H, I, K] or reports [D, B, G, F, J] that will be the basis for
future submissions.

In the spirit of Gestalt Psychology (see, e.g., [12, 11]), we define a set of (local) entities across which strong
relations/predictions can be defined as a Gestalt. Commonly used relations in vision are co-linearity (or
’Good Continuation’), similarity, proximity or symmetry etc. However, Gestalt laws can also be defined for
other senses and across senses.

In our work such relations are defined within one sensorial modality (the visual relations we make use of are
described in Section 2.2 and [B, G]) or integrate information across different sensorial modalities (see, e.g.,
[A, H]). In our context, other sensorial information than vision is the proprioceptive information of a robot
arm and haptic information in terms of (1) proprioceptive information of the robot gripper and (2) tactile
information gathered by two sensors (described in Section 4 and [F]).

Multi-sensorial Gestalts are closely linked to the concept of object-action complexes (OACs) as becomes
clear in their application in Deliverable D8.1.1 and D8.1.2. For example the ’grasping reflex’ described
in Section 5 is based on constellations of local visual 3D features with certain relations between them that
trigger an early OAC that test a grasping hypothesis by haptic feedback. Furthermore, they are building
blocks of more complex OACs (see Section 6 and Deliverable D8.1.1).

In this deliverable, we introduce 4 different kinds of Gestalts that are used in the context of the PACOplus
project. In Section 3, we introduce two purely visual Gestalt that are based on visual relations of multi-modal
primitives [G] [14] such as co-planarity, co-linearity and co-colority (see [B]). In Section 4, we extend
the concept of a visual multi-modal primitive to a multi-sensorial primitive by adding haptic information
gained by tactile sensor technology comercially used as MicroJoysticks in Laptops and we introduce a
haptic Primitive (Task 4.1.2). We show that this sensor has the potential to give information about important
object aspects such as surface nomals, elasticity of surfaces as well as the weight of objects. Based on
the visual primitives and the relations defined upon them, we can form visual entities (called monos, see
Section 3.2) that can have a haptical counterpart. This finally leads to the concept of a multi-sensorial
primitive (see Section 4). The multi-sensorial primitives become extracted by and can trigger themselves
explorative behavioural components (BCs) that are described in Section 4.4. Note that these components,
although in the beginning not OACs, lead in a natural way to OACs when predictions associated to the BCs
become reflected upon.

Central to demo 1 (see Deliverable 8.1.1 and 8.1.2) are two multi-sensorial Gestalts (described in Section 5
and 6) that combine the rich visual representation introduced in [G] [14] with the concept of grasping and
rigid motion. In Section 5, we introduce a initial grasping behaviour (task 4.1.1) with which the robot can
achieve physical control over unknown objects (see [A]) by relating features constellations that are co-linear
and co-planar to grasping actions. In the context of task 4.1.3, an active aquisition of object representations is
described in Section 6. In this process, the object itself emerges and segments itself from the background by
the predictions that are based on proprioceptive information (more specifically, the self-induced motion of
the grasper). Hence, the object becomes established as the set of visual features that transform according to
the motion of the robot (i.e., that are related by a deterministic transformation ’rigid body motion’ (RBM)).
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2. An early cognitive Vision System: Primitives and their Relations

2.1 Introducing visual primitives

The primitives we will be using in this work are local, multi-modal edge descriptors that were introduced
in [13] (see Figure 1). A detailed technical description of these representations is given in [G]. These
primitives focus on giving a semantically and geometrically meaningful description of the local image patch.
The importance of such a semantic grounding of features for a general purpose vision front-end, and the
relevance of edge-like structures for this purposes were discussed in [6].

The primitives are extracted sparsely at locations in the image that are the most likely to contain edges. The
sparseness is assured using a classical winner take all operation, insuring that the generative patches of the
primitives do not overlap. Each of the primitive encodes the image information contained by a local image
patch. Multi-modal information is gathered from this image patch, including the position m of the centre of
the patch, the orientation 6 of the edge, the phase w of the signal at this point, the colour ¢ sampled over the
image patch on both sides of the edge, the local optical flow f and the size of the patch p. Consequently a
local image patch is described by the following multi-modal vector:

n=(m,0,w,c,f.p), (1)

that we will name 2D primitive in the following. The primitive extraction process is illustrated in Fig. 1.

2D 3D
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Figure 1: Overview of the system. (a)-(b) images of the scene as viewed by the left and right camera at the
first frame. (d) symbolic representation of a primitive: wherein 1) shows the orientation, 2) the phase, 3) the
colour and 4) the optic flow of the primitive. (e) 2D-primitives of a detail of the object. (c) reconstruction
of a 3D-primitive from a stereo-pair of 2D-primitives. (f) 3D-primitives reconstructed from the scene.

In a stereo scenario, a 3D primitive can be computed from correspondences of 2D primitives (see Fig.1)

=(M,0,9,C), (2
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Figure 2: (a) Co-planarity of two 3D primitives. (b) Co-linearity of two 2D primitives. (¢) Co-colority of
three 2D primitives 7;,7; and 7. In this example, xr; and 7; are cocolor, so are 7r; and 7rx; however, 7r; and my
are not cocolor.

where M is the position in space, ® is the 3D orientation, £ is the phase of the contour and C is the colour
on both sides of the contour. We have a projection relation

P:ll->rm 3)

linking 3D-primitives and 2D-primitives.

2.2 Relations on Primitives

As said before, Gestalts are defined as sets of related primitives. The sparse and symbolic nature of prim-
itives allows the following relations to be defined on them. For more information about relations between
primitives, see [B].

o Co-planarity: Co-planarity is defined only between 3D primitives. Two 3D edge primitives II; and
I1; are co-planar iff their orientation vectors #; and ¢; lie on the same plane. The co-planarity relation
is illustrated in Fig. 2(a).

e Co-linearity: Two 2D primitives nr; and 7; are co-linear iff they are part of the same contour. Due to
uncertainty in the 3D reconstruction process, in this work, the co-linearity of two spatial primitives
II; and II; is computed using their 2D projections ; and 7.

e Co-colority: Two 3D primitives xr; and 7r; are co-color iff their parts that face each other have the same
color. In the same way as co-linearity, co-colority of two spatial primitives II; and II; is computed
using their 2D projections x; and 7r;. In Fig. 2(c), a pair of co-color and not co-color primitives are
shown.

e Rigid Body Motion: Assuming a calibrated camera system, correct correspondences between primi-
tives in the left and right motion and knowledge about the motion of objects and the camera from one
frame to the other we can predict the change of appearance of a 3D primitive (and after projection also
of the corresponding 2D primitives) from one frame to the other by an explicit formula (for details,
see [H]).

3. Example 1: Visual Gestalts

Note: This Section described work that has been mainly performed in another project (called Drivsco [10]).
Since there are strong complementary aspects between PACOplus and Drivsco, we briefly present the results
here.
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(b) (©

Figure 3: Example of the extraction of Visual Gestalts using good continuation (b) and parallelism (c) (the
red ellipses show the Gestalts).

3.1 Visual Gestalts

We define sets of multi-modal primitives that are linked by the relations co-linearity, co-planarity, co-colority
and rigid motion as Visual Gestalts. If the motion estimation comes from another sensor — for example from
the proprioceptive information of the robot movements (as in Section 6) — they are called a multi-sensory
Gestalt.

The simplest kind of Visual Gestalt we will be handling are co-linear groups. As the primitives are defined
as local contour descriptors, it follows that continuous groups of locally co-linear primitives describe those
precise contours. Therefore we defined a local version of the co-linear relation, and a transitivity relation,
such that if two primitives A and B are co-linear, and a third primitive C is co-linear to B yet not to A, then
we consider that (A,B,C) is a contour.

The advantage of considering contours instead of individual primitives is that contours are expected to be
extracted in a robust manner from the visual signal: as long as an object is visible its contours will be
extracted, and assuming that the object is subject to only a moderate motion, the contour aspect will change
smoothly over time (due to perspective change). On the other hand, the primitives that constitute a contour
will vary due to local signal noise.

As an example of higher visual Gestalt we will present the case of parallelism. Two primitives II; and II;
are called parallel iff:

2
1- 7—Tacos(|®l- Q) <7 @)

where ©; is the orientation vector of the primitive II; and 7| is the parallelism tolerance. By extension we
will consider that two contours G| and G, are parallel iff:

YII; € Gy, 11 = argmin,ec, (de(M;, My)),
{ 1-2acos(|®;-©;)) < 7 (5)
lde(M;, M) —dp(G1,Go)| < Tk

where M; is the position of the primitive II;, dg is the Euclidian distance, dg(G1,G>) is the min distance
between the two contours, and 7 is the tolerance. Note that the second line is the global constraint for
parallelism, whereas the first line is the local one. The first constraint statistically weakens with larger
contours whereas the second one strengthens. Note that this interpretation of parallelism can capture curved
contours that are equidistant in all points.

In Figure 3 an image from a driving scenario is shown. 3(b) shows the contours extracted, and 3(c) the
Visual Gestalts obtained after merging parallel contours together. This process is described in detail in [J].
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3.2 Surface prediction at homog. surfaces

It is known that it is hard or impossible to extract 3D information at image areas that are weakly structured
or completely homogeneous by methods based on correspondences. However, it is possible to predict a
depth for these areas by making use of contour information [D]. We have formalized the visual analog of an
edge primitive for a homogenuous image patch that we call a 'mono’.

n" = (M,i,c), ©6)

where M is the position of the center of the mono; i is the normal of the plane that defines the local
surface patch represented by the mono; and, c¢ is the color representation of the mono. There is a strong
relation between edge primitives and monos in the sense that it is possible to predict depth information at
homogeneous surfaces through the bounding edges (see [E]).

Based on these observations, we have developed a voting model which predicts the depth at mono primitives
from the depth of the bounding edge primitives, utilizing coplanarity, co-colority and co-linearity relations.
Figure 4(f) shows the bounding edges for a mono. Each pair of edges from this list of bounding edges vote
for a depth and a surface normal for the mono. Our model combines these votes and assigns the results of
this combination as the depth and the surface normal of the mono.

Due to outliers in the stereo (see Figure 4(d)), the predictions have also outliers which we remove by com-
bining the depth predictions in image areas (see Figure 4(e)). This improvement assumes that the monos in
an image area are part of the same surface. In other words, for each image area, a generic surface model
which allows spherical, quadratic, hyperbolic as well as planar shapes is fitted to the mono predictions in
that area. The results of such predictions are shown in Figure 4(g). The results show that in spite of outliers
in the stereo data (shown in Figure 4(d)), our model is able to predict the surfaces at homogeneous image
patches.

4. Multi-sensorial primitives

In our robot environment we can relate monos (and eventually also edge primitives) to tactile information.
We are currently investigating a specific type of tactile sensor (described in Section 4.1 and [F]). This sensor
delivers partly complementary as well as comparable information to the Monos introduced in Section 3.2.
This information can then be combined to a multi-sensorial primitive.

4.1 Tactile sensor

The sensor we are using here has been introduced in WP1 and is also described in Deliverable D1.2.

The purpose of the tactile sensor system is the support of haptic exploration and controlled grasping skills
for the robot. The following requirements arise from this application:

High sensitivity and wide measurement range: Detection of slight contacts of a few gram weight equiv-
alent should be possible, but the sensor must also not be overdriven when moving or lifting weights
in the range of 1 —2Kg.

Response dynamics: The sensor signal should have a rise time below 20ms to allow the implementation of
controlled grasping.

Reliability: A strong demand for the choice of the sensor is a proven sensor technology which affords little
maintenance and has a sufficient life time.
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a) Leftimage.

b) Right image.
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d) 3D primitives from stereo.

€) Area segmentation for (a).
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Figure 4: Illustration of depth prediction on an example scene. (a,b) Input stereo pair. (¢) 2D edge primitives
extracted from (a). (d) 3D edge primitives computed using stereo. (e) Segmentation of 2D monos in (a)
into areas using co-colority. (f) Bounding edges for a mono. (g) 3D monos predicted from (d) using area

information in (e).
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Size and ease of integration: The sensor device should be small enough to fit into the phalanxes of the
Karlsruhe Robot Hand [17], which is of the size of the human hand.

Electrical interface and measurement electronics: The sensor should provide an electrical interface with
low cable count and that is not sensitive towards moderate electrical interference. The measurement
electronics must be small in size and should offer a standard PC communication interface like RS232
or USB.

Beside these basic demands a further strong requirement for the tactile sensors is the capability to determine
the contact normal force vector (CNFV) which allows for dextrous manipulation and reactive grasping with
several common control algorithms [9, 4].

Based on the demands defined above we decided to investigate MicroJoysticks (see Figure 5) and MicroNavs
(see Figure 6) in terms of their potential to extract relevant tactile information. Figure 5 shows a jaw gripper
equipped with MicroJoystick. Here four devices were soldered to a printed cirtuit board (PCB) to investigate
the feasibility of a matrix sensor field. Each device consists of four smaller force sensors located in four
directions (north, south, east and west). Each device thus gives four force readings making it possible not
only to measure the magnitude of the applied force but also the direction.

Figure 5: Four MicroJoystick devices mounted to a jaw gripper.

The data acquisition circuit is attached to the backside of one jaw, also the typical flex board cables as
needed for the MicroJoystick device [1] are visible. This setup is used as a demonstrator for investigating
the characteristics of the MicroJoystick cursor navigation sensor in tactile exploration. As mentioned before
the bulky geometry of the sensors actuator cap and the connection wires make this setup sensitive towards
mechanical damage. Also, the grippers contact area is reduced to the actuator caps front surface which is
not suitable for clamping objects.

In a second approach cursor navigation sensors with silicone actuator caps were integrated into a humanoid
robot hand [17]. Figure 6 shows the sensor element integrated into the thumb tip of the humanoid robot
hand. The active sensor area is covered with a thin layer of silicone that was adapted to the shape of the
underlying silicone finger tip. This silicone cap naturally flows to a spherical shape which results in a proper
actuator for this sensor. An advantage of this design is that the finger surface area is not affected by the
integration of the sensor and the stable mechanical design of the finger tips can be maintained.
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Figure 6: Integration of MicroNav 360 sensor device .
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Figure 7: Surface Normal Experiment

4.1.1 Experiments for the extraction of surface normals, elasticity and weight

A series of experiments were carried out to investigate whether the tactile sensors can be used to measure
and extract object and surface properties. In these experiments we explored the ability of the MicroJoystick
and MicroNav sensors to measure the normal of a surface by touching it with a single sensor mounted on the
tip of a robot finger. Additionally an object was grasped using a parallel gripper with one sensor mounted on
each finger to explore whether the sensor setup is able to measure the elasticity of a surface and the weight
of an object.

Surface Normal: The orientation of the surface is defined relative to the sensor using two angles instead of
using the surface normal vector. These angles are the roll angle 5 and the tilt angle . The tilt is the angle
at which the sensor is tilted relative to the surface normal (see Figure 7(a)). The roll angle defines in which
direction the sensor is tilted. The reason for this definition is that the ability of the sensor to measure each
of these angles could be investigated separately.

During the experiment the output of the sensor was converted into a two dimensional vector (P). See [F]
for details. This vector describes the difference in the readings in the two axes of the sensor respectively,
relative to the total force measured by the sensor. This vector thus only depends on the direction of the force
vector applied to the sensor, and is in theory independent of the magnitude. The output of the MicroJoystick
sensor was recorded for a series of different tilt angles in the range —7 < a < 0. The measured values of P
for each of the tilt angles can be seen in Figure 7(b). The output of the MicroNav sensor was recorded for
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Figure 8: Softness Experiment Setup

a series of different tilt angles in the range 0 < a < 7. The measured values of B for each of the tilt angles
can be seen in Figure 7(c). The red markings show the values corresponding to the axis in which the sensor
was tilted, and should thus give a readout depending on the tilt angle. The blue markings show the values
corresponding to the other axis, so these values are expected to be close to zero.

These experiments show that the MicroJoystick is unable to detect a tilt angle lower than about 22°. For
a higher tilt angle the readings from the sensor grows rapidly. On the other hand the readings from the
MicroNav sensor seems to have a linear relationship with the tilt angle although this relationship does not
seem to hold for angles higher than about 22°. Additionally the experiments showed that the MicroNav
sensor could also be used to measure the roll angle. It would thus be possible to measure the surface
direction using the MicroNav sensor.

Elasticity: The elasticity of an object or a surface is the ability to deform when a force is applied to a contact
point, for example during a grasp. The elasticity is a useful property to be known in grasping, since it makes
it possible to predict in what way the object will deform during a grasp. It as also a relavant object property.
A high elasticity makes an object for example useless to be used in a hammer like way. The ability of the
sensor to measure the elasticity of an object was explored using a two sensor setup mounted on a parallel
gripper. The gripper would close around a plastic cup with the two sensors as the only contact points. When
the cup was grasped in the top it would deform into a oval shape, since it is more flexible at this point (see
Figure 8(a)). In the lower part of the cup the shape was stabilized by the bottom of the cup, and would not
easily deform (see Figure 8(b)). The parallel gripper was closed slowly with a constant velocity and stopped
when a certain maximum force was reached. The diameter of the cup at the top was a little larger than at the
bottom. It was measured to 59mm at the top versus 57.5mm at the bottom. The experiment was repeated 5
times with different contact locations. The force measured by one of the sensors as the gripper was closing
can bee seen in Figure 8(c). The light blue graph shows the result when the contact point was at the top of
the cup, and the red graph shows for the bottom of the cup. The rest of the graphs show the contact points
in between these two.

It can clearly be seen that the force is growing slowly when grasping at a soft location, and growing fast when
grasping at a hard location. The sensor is also able to detect the different diameter of the cup, depending on
the grasping point. When grasping at the top the sensor measures a contact after ~ 1mm of movement, and
when grasping at the bottom it measures a contact after ~ 2mm of movement because of the smaller diameter.

Weight: The sensors are not expected to be able to measure the precise weight of an object, but we find
it useful to investigate whether they are able to give an indication of the weight of a grasped object to
attach properties such as ’fullness’ or ’emptyness’. For this experiment the same sensor setup was used,
and the sensor readings were recorded when grasped objects with constant shape but different weights. The
gravitational force would exert a downward force on the object, so the weight was expected to be measurable
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Figure 9: Weight Experiment Setup

in the force readings of the vertical axis of the sensor. The plastic cup was grasped one time where it was
empty (see Figure 9(a)) and several times filled with different amounts of metal objects (see Figure 9(b)).

The result can be seen in Figure 9(c). The y-axis shows the average of the force difference measured in
the vertical direction of the two sensors This seems to depends linear on the weight of the object except for
weights higher than ~ 300g, where it seems to approach a limit.

4.2 Tactile Monos and multi-sensorial Primitves

The experiments in Section 4.1 showed that besides position information (which is trivial knowing the
position of the robot end effector) we can extract surface normal information using the tactile sensor. Fur-
thermore, also information about the local elasticity and the weight can be extracted.

Hence, we can define a 3D tactile primitive IT' by the 3D postion, the surface normal & as well as by
indicators for properties such as elasticity e and weight w:

' = (X, i, e,w).

We can now combine visual and tactile information in one multi-sensorial primitive II™ by

l-[mS — (Hl’l’l’nt)

Note that we are still working on the optimal sensor shape and sensor arrangement such that the definition
of these measures is still ongoing. For details, see [F].

4.3 Relation of tactile monos to visually predicted Monos

The definition of the tactile primitive resembles the definition of the visual mono except that it does not
cover colour information which is a purely visual attribute. However, there are two differences between the
two kinds of primitives caused by two differences of the underlying senses:

e Visual monos can be computed globally (i.e., over all surfaces in the scene) while a tactile primitive
can only extract information locally (i.e., where there is direct touch information).

e The information of the tactile primitive can be seen as more reliable than the visual primitive. While,
in particular at the current stage of processing of visual primitives, a good amount of monos become
predicted wrongly since many co-planar structures might not be caused by surfaces, a touch is a very
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reliable information that there must be somethung there. Hence, touch can be used to verify and
correct visual predictions.

4.4 Example 2: Interaction of vision and touch for shape extraction

To combine the higher reliability of the haptical monos with the globally available visual monos the visual
features can guide the haptical exploration. In the following, we describe an experiement where the Micro-
Joytick sensor has been used to verify whether a surface predicted by the vision system actually exists. The
scene chosen for verification consists of a closed white box placed on a black surface (see figure 10(a)). The
vision system predicts three possible surfaces in the scene (see figure 10(b)).

Each of these three detected surfaces consist of a group of visual mono primitives each describing among
other things the position of a point on the surface and the surface normal in that point. This information can
be used to create a trajectory where the sensor is moved through a point on the predicted surface in a linear
movement parallel to the surface normal. Does the sensor come into contact with the expected surface the
surface normal can be extracted and the surface is validated.

Figure 10(c) shows a situation where a visual mono on top of the box has been chosen. The robot moves the
gripper in position above the surface, and then does a straight line movement through the surface. Since a
contact is detected by the sensor (see figure 10(d)) a haptic mono primitive is added at the point of contact.
The top surface of the box was verified three times, resulting in three haptic mono primitives (figure 10(e)).

The vision system also predicted a surface located between the edge of the box and the edge of the black
surface. To verify this surface a visual mono was chosen and the robot did the same straight line movement
though the predicted surface. Since no surface exist in the point the robot moves through the predicted
surface without detecting a contact and stops (see figure 10(f)).

Since the visual mono primitives on the same surface are grouped together it is possible to validate or
disprove all the visual monos of a surface in one step.

4.5 Current and future research
We are currently working on the extraction of richer tactile information to include these in the tactile primi-
tives:

e Grouping multiple micro-joysticks together, we aim at the extraction of torque which is important for,
e.g., the evaluation of grasp stability (see, e.g., [3]) or the estimation of weight.

e Extracting tactile texture from dynamic information gained by small explorative movements over
objects.

o The evaluation of different sensor forms in respect to measuremet quality for different tasks.

S. [Example 3: Haptically evaluated vision-based grasping

One of the most basic interactions that can occur between a robot and an object is for the robot to push
the object, i.e. to simply make a physical contact. Already at this stage, the robot should be able to form
two categories: physical and non-physical objects, where a physical object is categorized by the fact that
interaction forces occur. A higher level interaction between the robot and an object would exist if the
robot was able to grasp the object. In this case, the robot would gain actual physical control over the
object and having the possibility to perform controlled actions on it, such as examining it from other angles,
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Figure 10: Surface Verification Experiment. (a) Setup of the scene. (b) Three predicted surfaces. (c¢) The
robot moving in position to verify the surface on the box. (d) The sensor in contact with the surface on
the box. (e) Three detected haptic primitives shown as small red squares. A green line marking the surface
normal. (f) The robot moving through the wrongly predicted surface without detecting a contact.
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Figure 11: Elementary grasping actions, EGAs. The small red balls represent co-planar visual primitives.

weighing it, placing it etc. Information obtained during this interaction can then be used to update the robots
representations about objects and the world. Furthermore, the successfully performed grasps can be used as
ground truth for future grasp refinement [7].

Here, we are interested in investigating an initial “reflex-like” grasping strategy that will form a basis for
a cognitive robot system that, at the first stage, acquires knowledge of objects and object categories and is
able to further refine its grasping behavior by incorporating the gained object knowledge [2]. The grasping
strategy does not require a-priori object knowledge, and it can be adopted for a large class of objects. Note
that this early OAC that is actually applied to arrive at the concept of an object (see D8.1.1).

The proposed reflex-like grasping strategy is based on second order relations of the multi-modal visual
primitives that represent object’s geometric information, e.g. 3D pose (position and orientation) as well as
its appearance information. Co-planar tuples of the spatial primitives allow for the definition of a plane
that can be associated to a grasp hypothesis (see Figure 11). In addition, these local descriptors are part of
semi-global co-linear groups [K]. Furthermore, the color information (by defining co-colority in addition to
co-planarity of primitive pairs) can be used to further improve the definition of grasp hypotheses. Hence,
we employ the structural richness of the descriptors in terms of their geometry and appearance as well as the
structural relations co-linearity, co-planarity and co-colority to derive grasping options from a stereo image.
Figure 12 shows some of the generated grasping hypotheses. This work is described in detail in [A].

Performing a grasping hypothesis, closing the gripper and then evaluating the distance between the two
fingers that is given as haptic information from the gripper, we have a haptic criterion for a successful grasp.
Hence, although initially a purely visual Gestalt, the Gestalt becomes multi-sensory taking proprioceptive
information (robot motion and finger distance).

5.1 Current and future research: Refinement of grasps

The reflex-like elementary grasping actions are hard-wired and based on limited, task-independent, bottom-
up information extracted from visual input. Thus, they will succeed only up to a certain level of reliability.
However, they constitute a crucial initial step for bootstrapping a grasp learning procedure that produces
associative grasping actions. We will develop learning procedures that permit a robot to learn robust, object-
specific grasp behaviors by trial and error, associating object-specific, highly predictive visual features with
kinematic parameters that lead to successful grasps with high probability [5]. For this to work, the following
key capabilities are required of the robot:

1. to extract sufficiently predictive and distinctive visual features of the object,
2. to try out a variety of different grasps,
3. to evaluate the success of a grasp after it has been applied.

There are different ways of evaluating graps (Capability 3), e.g. based on verifying physical control over the
grasped object using vision, or based on haptic feedback [4].




Page 16 of 20
IST-FP6-IP-027657 / PACO-PLUS Public

PESCTELSS
et -,

T g vt

T
DBy 2 TR 00 s e o B Tan &

HES 44 ag

Figure 12: Two example scenes designed for testing and a selection of the generated actions.

For trial-and-error learning (Capability 2), it is essential that exploratory graps accidentally succeed suffi-
ciently often to allow learning over a feasibly small number of trials. Given the multiple-dimensional and
continuous parameter space of robotic manipulators, purely random exploration appears unrealistic. Rather,
heuristics are required that bias exploration towards promising regions of the parameter space. The reflex-
like grasping actions will serve this purpose; a success rate around 10% should be more than sufficient.

The learning procedure will identify successful grasp parameters and associate them with object appear-
ance, such that after learning, static visual input of an object is sufficient to retrieve the most robust grasp
parameters for this object. The success of this idea hinges on the ability to extract sufficiently distinctive
and descriptive visual features of the set of objects of interest (Capability 1). To this end, we plan to build
on our current work on learning probabilistic object representations in terms of local appearance and spatial
relations that have already proven useful for 2D object detection and recognition [16, 15]. We have recently
generalized this framework to 6D pose space, allowing visual primitives (such as second-order relations of
multi-modal features) and effector pose to share the same representation, and have obtained first promising
pilot results on pose estimation (which implicitly influences grasping kinematics).

6. Example 4: Birth of an object based on self-induced motion

If the motions of the objects within the scene are known, then the relation between features in two subsequent
frames becomes deterministic (excluding the usual problems of occlusion, sampling, etc). This means that
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Figure 13: Birth of an object (a)—(b) top: 2D projection of the accumulated 3D representation and newly
introduced primitives, bottom: accumulated 3D representation. (c) newly introduced and accumulated prim-
itives in detailed. Note that, the primitives that are not updated are red and the ones that have low confidence
are grey (d) final accumulated 3D representation from two different poses.

a structure (e.g. in our case a contour) that is present in one frame is guaranteed to be in the previous and
next frames (provided it does not become occluded or goes out of the field of view of the camera), subject
to a transformation that is fully determined by the motion: generally a change of position and orientation. If
we assume that the motions are reasonably small compared to the frame-rate, then a contour will not appear
or disappear unpredictably, but will have a life-span in the representation, between the moment it entered
the field of view and the moment it leaves it (partial or complete occlusion may occur during some of the
time-steps).

These prediction are relevant in different contexts

o Establishment of objectness: The objectness of a set of features is characterised by the fact that they
all move according to the robot motion. This property is discussed in the context of a grounded Al
planning system in [8] and Deliverable 8.1.1 where it is also shwon how a first affordance can be
assigned to the object.

e Segmentation: The system segments the object by its predicted motion from the other parts of the
scene.

e Disambiguation: Ambiguous features can be characterised (and eliminated) by not moving according
to the predictions (see Figure 13).

e Learning an object model: A full 3D model of the object can be extracted by merging different
views created by the motion of the end effector.

As a result we end up with a mutli-sensory Gestalt consisting of a set of entities that belong to the same
object that are related by proprioceptive information (birth of an object, see delieverbale 8.1.1), see Figure
13. The details of the algorithm are decribed in [H].

We applied the accumulation scheme to a variety of scenes where the robot arm manipulated several objects.
The motion was a rotation of 5 degrees per frame. The accumulation process on one such object is illustrated
in Fig. 13. The top row show the predictions at each frame. The bottom row, shows the 3D-primitives that
were accumulated (frames 1 and 22). The object representation becomes fuller over time, whereas the
primitives reconstructed from other parts of the scene are discarded. Figure 14 shows the accumulated
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Figure 14: Objects and their related accumulated representation.

representation for various objects. The hole in the model corresponds to the part of the object occluded
by the gripper. Accumulating the representation over several distinct grasps of the objects would yield a
complete representation.

7. Links to other Workpackages

In this work the haptic sensor introduced in WP1 is evaluated in the context of exploration. The work
presented here also closely relates to WP2 that has the objective to equip the existing robotic platforms
with integrated sensorimotor capabilities, necessarry to explore the "things’ of interest. Different from the
research currently pursuaded in WP2, WP4 does not consider the control of the oculomotor system. In
addition, WP4 explores multi-sensorial primitives related to exploration of ’things’ while WP2 assumes that
we deal with 3D shape primitives or already known objects.

8. Publications arising from the Project

The attached publications and reports [A, B, C, D, E, F, G, H, I, J, K] and the publication [16] have been
published with support of the project.
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Early Reactive Grasping with Second Order 3D Feature Relations, journal = IEEE International Con-
ference on Robotics and Automation (ICRA), Workshop: From features to actions - Unifying perspec-
tives in computational and robot vision, year = 2007,.

[B] S. Kalkan, N. Pugeault, and N. Kriiger. Perceptual operations and relations between 2d or 3d visual
entities. In Technical report of the Robotics Group, Maersk Institute, University of Southern Denmark,
number 2007-3, 2007.
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Abstract— One of the main challenges in the field of robotics
is to make robots ubiquitous. To intelligently interact with
the world, such robots need to understand the environment
and situations around them and react appropriately, they ned
context-awareness. But how to equip robots with capabiligs
of gathering and interpreting the necessary information fo
novel tasks through interaction with the environment and by
providing some minimal knowledge in advance? This has been
a longterm question and one of the main drives in the field of
cognitive system development.

The main idea behind the work presented in this paper
is that the robot should, like a human infant, learn about
objects by interacting with them, forming representations of
the objects and their categories that are grounded in its
embodiment. For this purpose, we study an early learning of
object grasping process where the agent, based on a set of
innate reflexes and knowledge about its embodiment. We stres
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« Objects and Actions are inseparably intertwined; En-
tities (“things") in the world of a robot (or human)
will only become semantically useful "objects" through
the action that the agent can/will perform on them.
This forms so-called Object-Action Complexes (named
OACs) which are the building blocks of cognition.

« Cognition is based on recurrent processes involving
nested feedback loops operating on, contextualizing and
reinterpreting object-action complexes. This is done
through actively closing the perception-action cycle.

« A unified measure of success and progress can be ob-
tained through minimization of contingencies which an
artificial cognitive system experiences while interacting
with the environment or other agents, given the drives
of the system.

out that this is not the work on grasping, it is a system that
interacts with the environment based on relations of 3D visal
features generated trough a stereo vision system. We showwo
geometry, appearance and spatial relations between the feaes
can guide early reactive grasping which can later on be usedia
more purposive manner when interacting with the environmer.

To demonstrate the feasibility of our approach, we aim
at building a robot system that step by step develop in-
creasingly advanced cognitive capabilities. In this paper
demonstrate our initial efforts towards this goal by dewsign
a scenario for manipulation and grasping of objects.

One of the most basic interactions that can occur between
a robot and an object is for the robot to push the object, i.e.

For a robot that has to perform tasks in a human envie simply make a physical contact. Already at this stage, the
ronment, it is necessary to be able to learn about objeatsbot should be able to form two categories: physical and
and object categories. It has been recognized recently thain-physical objects, where a physical object is categdriz
grounding in the embodiment of a robot, as-well as continpy the fact that interaction forces occur. A higher level
ous learning is required to facilitate learning of objeatsl a interaction between the robot and an object would exist if
object categories [1], [2]. The idea is that robots will nothe robot was able tgraspthe object. In this case, the robot
be able to form useful categories or object representatiom®uld gain actual physical control over the object and hgwin
by only being a passive observer of its environment. Rathéiie possibility to perform controlled actions on it, such as
a robot should, like a human infant, learn about objects byxamining it from other angles, weighing it, placing it etc.
interacting with them, forming representations of the otse Information obtained during this interaction can then beous
and their categories that are grounded in its embodiment.to update the robots representations about objects and the

Central to the approach are three almost axiomatic agsorld. Furthermore, the successfully performed grasps can
sumptions, which are strongly correlated. These also fepriee used as ground truth for future grasp refinement, [2].
sent the building blocks of our approach toward creating a In this paper, we are interested in investigating an initial
cognitive artificial agent: “reflex-like” grasping strategy that will form a basis for

I. INTRODUCTION



2_:"/&.5;‘\‘{5."\:;?* ly‘:,“r! )
At N A TC.
h) = % ..
’x *
¥ 4 4
3 q&‘mb%‘ﬁ
- T A FE
Y . L
tp"'f -3 \.
at .
: % [ }& %
e .
3 - e
. & 1 5 i’%
~ = "F e
& &3 5
k. i ';j
5 - ...~a ¥
% o gt
.‘h,%v“” ‘,.l.hw
s

Fig. 1. lllustration of the vision module. a) and b) shows im@ges captured by the left and right cameras (respechve)yand d) show the primitives
extracted from these two images; in e) a detail of the primitxtraction is shown; f) illustrates the schematic regmé&tion of a primitive, where 1.
represents the orientation, 2. the phase, 3. the color atiteoptical flow. g) from a stereo—pair of primitivés;, ;) we reconstruct a 3D primitivel,
with a position in spacé\ and an orientatior®; h) shows the resulting 3D primitives reconstructed fos thtenario.

a cognitive robot system that, at the first stage, acquiresWe note that the purpose of this work is not to de-
knowledge of objects and object categories and is able to furelop yet another grasping strategy for a specific setting,
ther refine its grasping behavior by incorporating the gadinebut rather to provide low-level grasping reflexes that can
object knowledge, [3]. The grasping strategy does not requibe used to generate successful grasps on arbitrary objects.
a-priori object knowledge, and it can be adopted for a larg&€hese grasping reflexes are part of a larger framework on
class of objects. The proposed reflex-like grasping styategognitive robotics where a robot is equipped only with
is based on second order relations of multi-modal visua set of innate grasps which are used to develop more
features descriptors, callegpatial primitives that represent complex object manipulation abilities through interantio
object’s geometric information, e.g. 3D pose (position andnd reinforcement so that 1) more complex feature relations
orientation) as well as its appearance information, e.prco become associated to more precise and successful gradps, an
and contrast transition etc. [4], see Fig. 1. Co—planaewipf 2) object knowledge becomes acquired and used to further
the spatial primitives allow for the definition of a plane tharefine the grasping process. We also have to stress out that
can be associated to a grasp hypothesis. In addition, these scene segmentation is performed, since the system does
local descriptors are part of semi-global collinear grofi)s not even have a concept of an object to start with. In short,
Furthermore, the color information (by defining co—colprit the contributions of our work are the generation of a set
in addition to co—planarity of primitive pairs) can be useddf grasp suggestions on unknown objects based on visual
to further improve the definition of grasp hypotheses. Is thifeedback, grouping of visual primitives for decreasing the
paper, we employ the structural richness of the descriptosize of the grasps and evaluation of grasps using the Grasplt
in terms of their geometry and appearance as well as te&vironment, [6].

structural relations co—linearity, co—planarity and caedty In this work, “kitchen-type” objects such as cups, glasses,

to derive a set of grasping options from a stereo image. bowls and various kitchen utensils are considered. However



our algorithm is not designed for specific object classes bwiith many DOFs, while the latter use simple ones such
can be applied for any rigid object that can be described ks parallel yaw-grippers. One reason for this is that if the
edge-like structures. reconstruction of the object’s shape is not very accurate, u

This paper is organized as follows. In Section Il, weng a complex gripping device does not necessarily fatdlita
shortly review the related work and in Section Il give agrasping performance. For sensor-driven approacheslgas a
general overview of the system. Details about extraction afery common to perform only planar grasps where all the
spatial primitives are presented in Section IV and elentgntacontacts between the fingers and the object are confined to
grasping actions defined in Section V. Results of the expea plane. As an example, objects are placed on a table and
imental evaluation are summarized in Section VI and plargrasped from above. This simplifies both the vision problem,
for future research outlined in Section VII. since only the outer boundary of the object in the image
plane has to be estimated, as well as the grasp planning by
constraining the search space.

The idea to learn or refine grasping strategies is not new. The main differences of our work compared to the above-
Kamon et al. combined heuristic methods with learningmentioned work are the following:
algorithms to learn how to select good grasps [7]. Réssler , e rely on 3D information based on three dimensional
al. used two levels of learners to learn local and global grasp  primitives extracted online. This allows us to compute
criteria [8], where the local learner learns about the local arbitrary grasping directions Compared to On|y p|anar
structure of an object and the global learner learns which of  grasps considered in, e.g. [16].
the possible local grasps are best given the object. « The structural richness of the primitives (geometric

There has been a large amount of work presented in the and appearance based information, collinear grouping)
area of robotic grasping during the last two decades [9].  allows for an efficient reduction of grasping hypotheses
However, much of this work has been dealing with analytical  while keeping relevant ones.

methods where the shape of the objects being grasped is, Our system focuses on generating a certain percentage

Il. RELATED WORK

knowna-priori. This work, referred to aanalytical methods of successful grasps on arbitrary objects rather than high
has focused primarily on computing grasp stability based on  quality grasps on a constrained set of objects. We will
force and form-closure properties or contact-level gragps show that with our representations we are able to extract

thesis based on finding a fixed number of contact locations g sufficient number of successful grasping options to be

with no regard to hand geometry, [9],[10]. This problem is  ysed as initiator of learning schemes aiming at more
important and difficult mainly because of the high number  sophisticated grasping strategies.

of DOFs involved in grasping arbitrary objects with complex
hands. Another important research area is grasp planning IIl. SYSTEM OVERVIEW
without detailed object models where sensor information The work presented in this paper serves as a building block
such as computational vision is used to extract relevaifor the development of a cognitive robot system. The robot
features in order to compute suitable grasps, [11], [14].[1 platform considered is comprised of a set of sensors and
In this paper, we denote this approachsassor-driven actuators. The minimum requirements necessary to realize
Related to our work, we have to mention systemshe work presented in this paper is that the sensors are
that deal with automatic grasp synthesis and planningble to deliver a set of visual primitives (section V) and
[14],[15],[26],[27]. This work concentrates on automaticthe configuration of the actuators. The required actuator is
generation of stable grasps given assumptions about themanipulator, comprised of a robotic arm and a gripper
shape of the object and robot hand kinematics. Examptievice. In this context the term sensor is not necessarily
of assumptions may be that the full and exact pose of thelated to a real physical sensing device, but rather an
object is known in combination with its (approximate) shapeabstract measurement delivered to the system, possilay aft
[14]. Another common assumption is that the outer contoyerforming computations on data sampled from a physical
of the object can be extracted and a planar grasp appliezknsor.
[16]. Taking into account both the hand kinematics as well The complete system is outlined in Fig. 2. In this paper
as somea-priori knowledge about the feasible grasps hasve are interested in developing grasping reflexes. A graspin
been acknowledged as a more flexible and natural approaddflex is triggered by the vision system. The vision system
towards automatic grasp planning [18],[14]. [18] studiesontinuously computes the spatial primitives described in
methods for adapting a given prototype grasp of one objeséction IV which are feed as sensor input to the set of
to another object. The method proposed in [14] presentsraflexes and to the cognitives system. If the grasping reflex
system for automatic grasp planning for a Barrett hand [19]as not been inhibited by the cognitive system and the sensor
by modeling an object as a set of shape primitives, such aimuli is strong enough, i.e. there are sufficiently many
spheres, cylinders, cones and boxes in a combination withspatial primitives visible, the grasping reflex is perfodne
set of rules to generate a set of grasp starting positions amtlis reflex behavior computes a set of possible grasps and
pregrasp shapes. tries to perform them. Each grasp evaluated results in a
One difference between the analytical and sensor-driveainforcement signal which can be used by the cognitive sys-
approaches is that the former tend to use complex hantisn to update its representation of the world. The following



two sections describe the spatial primitives and the rudes f
generating the grasping actions.
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Fig. 2. System overview

IV. SPATIAL PRIMITIVES

The image processing used in this paper is based on multi-
modal visual primitives [20], [4], [5]. First, 2D primitis
are extracted sparsely at points of interest in the image (in
this case contours) and encode the value of different visual
operators (hereby referred to asual modalitiey such as
local orientation, phase, color (on each side of the contour
and optical flow (see Fig. 1.d, 1.e and 1.f). In a second step,
the 2D primitives become extended to the spatial primitives
used in this work. After finding correspondences between
primitives in the left and right image, we reconstruct a gpat
primitive, (see Fig. 1.g) that has the following components
(for details see [21], [5]):

IT = {A, @, Q7 (Cla Cm, C’I‘)}7

where A is the 3D position;© is the 3D orientationf?
is the phase (i.e., contrast transition); arid;, c,,,c,) is
the representation of the color of the spatial primitive,
corresponding to the lefcf), the middle ¢,,,) and the right
side ).
The sparseness of the primitives allows to formulate three
relationsbetween primitives that are crucial in our context:
o Co—planarity:
Two spatial primitivedI; andIl; are co—planar iff their
orientation vectors lie on the same plane, i.e.:

cop(IL;, IL;) =1 = [proj o, xv,, (O x vij)|,
where v;; is defined as the vectofA; — A;), and
proj ,(a) is defined as:

. a-u
proj,(a) = —-u. (1)
“ [ a |
The co—planarity relation is illustrated in Fig. 3(a).
o Collinear grouping (i.e., collinearity):
Two spatial primitivedI; andIl; are collinear (i.e., part

Fig. 3.

(b) Co—colority of three 2D primitivesr;, 7; and 7.
In this case; and7; are cocolor, so arer; and 7y,
however,r; andr; are not cocolor.

(c) Collinearity of two 2D primitivesr; and ;.

lllustration of the relations between a pair of ptivas.

whereca; anda; are as shown in Fig. 3(c), see [5] for
more details on collinearity.

Co—colority: Two spatial primitivesl]; andll; are co—
color iff their parts that face each other have the same
color. In the same way as collinearity, co—colority of two
spatial primitivedI; andIl; is computed using their 2D
projectionsr; andr ;. We define the co—colority of two
2D primitives; and; as:

coc(ms,mj) = 1 —de(ci, ¢5),

wherec; andc; are the RGB representation of the col-
ors of the parts of the primitives; andr; that face each
other; and,d.(c;,c;) is Euclidean distance between
RGB values of the colorg; andc;. In Fig. 3(b), a
pair of co—color and not co—color primitives are shown.

Co—planarity in combination with the 3D position allows

of the same group) iff they are part of the same contoufor the definition of a grasping pose; Collinearity and co—
Due to uncertainty in 3D reconstruction process, in thi§olority allows for the reduction of grasping hypotheselse T

work, the collinearity of two spatial primitivel; and
I1; is computed using their 2D projections and ;.
We define the collinearity of two 2D primitives; and

mT; as:
col(mi, mj) =1 — |sin (Mﬁ) ’ ’

use of the relations in the grasping context is shown in Fig. 4

V. ELEMENTARY GRASPINGACTIONS

Coplanar relationships between visual primitives suggest
different graspable planes. Fig. 4 shows a set of spatial
primitives on two different contourg; and /; with co—
planarity, co—colority and collinearity relations.



configuration. This will result in a reinforcemedt.. Fur-
thermore, it is possible for all EGAs to fail a grasping
procedure.

For EGA1, EGA3 and EGA5, a failed grasp can be
detected by the fact that the gripper is completely closed.
This situation will result in a reinforcemet ;.

For EGAL and EGAS3, the expected grasp is a pinch type
) grasp, i.e. narrow. Therefore, they can also “fail” if the
T gripper comes to a halt too early, thatds> A,,;,. This

will result in a reinforcementz ;.
Fig. 4. A set of spatial primitives on two different contoufsand(; that e : : ;
have co—planarity, co—colority and collinearity relaspra plane P defined EGAZ fails if the gripperis fu”y opened, meaning that no

by the co—planarity of the spatial primitives and and an elangrasp ~Ccontact was made with the object. This gives a reinforcement
suggested by the plane. th_
To detect failure of EGA4, a tactile sensor is required on
Ei | ) ) EGA) will b _dthe side of the “fingers”. If, after positioning and openihg t
lve elementary grasping actions ( . _) W,', € conSldgripper, there is no contact between the object and thdeacti
ered as shown in Fig. 5. EGAL is a “pinch

. . . INCN ™ grasp oNn &gnsor the EGA has failed. This results in a reinforcement
thin edge like structure with approach direction along th(?%'

Lo fe-
_surfacg normaluof the plan_e spann_ed _by the primitives. EG.A2 If none of the above situations is encountered, a positive
Is an "inverted” grasp using the inside of_tvvo“ e_dgef W'ﬂ}einforcementh is given, and the EGA is considered
approach along the surface normal. EGA3 is a “pinch grasp - assful ‘
on a single edge with approach direction perpendiculargo th '
surface normal. EGA4 is similar to EGA2 but its approac
direction is perpendicular to the surface normal. Also i
tries to go in “below” one of the primitives. EGA5 is wide Let I' = {II;,II,} be a primitive pair,A(IT) be the
grasp making contact on two separate edges with approggbsition of IT and O(II) be the orientation ofl, also let

. Computing Action Parameters

direction along the surface normal. I'; be thei:th pair. From that we can calculate
The EGAs will be parameterized by their final pose (po-

sition and orientation) and the initial gripper configuoati d = A(Il2) — A(IL)

For the simple parallel jaw gripper, an EGA will thus be n; =06(I) xd

defined by seven parameters: EGAy, z,~, 5, «, §) where ny = O(I,) x d

p = [z,y, z] is the position of the gripper “center” according 10 mems <0

to Fig. 6;7, 3, a are the roll, pitch and yaw angles of the sw = { 1 else L

vectorn; and¢ is the gripper configuration, see Fig. 6. Note

that the gripper “center” is placed in the “middle” of theand with those we calculate the plape

gripper.

P, = A(Ily) + fracd2
n; + swnsy

np=-————""""-
P || n; + swns ||

which is used when calculating actions parameters

The parameterization of the EGAs is given with the
gripper normaln and the normal of the surface between
the two fingersa as illustrated in Fig. 6. From this, the yaw,
pitch and roll angles can be easily computed.

For EGAL, there will be two possible parameter sets given
the primitive pairl’ = {II;, I, }. The parameterization is as
follows:

Fig. 6. Parameterization of EGAs.

The main motivation for choosing these grasps is that they 9P~ A(TL)
represent the simplest possible two fingered grasps humans = V(p)
commonly use. The result of applying the EGAs can be a = perp, (0(1L;))/ || perp,(©(1L;)) || fori=1,2
evaluated to provide a reinforcement signal to the system.
The number of possible outcomes of each of the EGAs are
different and will be explained below. whereV(p) is the normal of the plang andperp,(a) is
For all of the EGAs the possibility of aearly failure the projection ofa perpendicular tax. That isperp,(a) =
exists. That is, the EGA fails before reaching the target — proj,(a), whereproj,(a) is defined according to (1).



(a) EGA1 (b) EGA2 (c) EGA3 (d) EGA4 (e) EGA5

Fig. 5. Elementary grasping actions, EGAs.

For EGA2, there is only one parameter set.

d = A(Il2) — A(ILy) @ @
Pgri er:A(H1)+d/2 @
O
a=nxd/|[nxd|

For EGA3, there will be two possible parameter sets for

i—1,j—2andi=2j—1. @ @
d = A(IT;) — A(TL;) E} QB

n=d/|d|
Pgripper = A(Hi)
a=n X V(p) Fig. 7. Small overlapping groups form large groups

For EGA4, there will be two possible parameter sets for
i=1j=2andi = 2,j = 1. Wheree is a step size 1) Using Grouping InformationFrom the 2D primitives

parameter that will depend on the gripper used. (before stereo reconstruction) collinear neighbors can be
found. The collinear neighbors can be mapped to corre-
d = A(I;) — A(IL,) sponding 3D primitives. These small neighborhoods form
the set ofsmall groups {g1, g2, ..., gn }. Thelarge groups
n=d/|d] {G1,Ga,...,G )}, are formed by the grouping of the small
Pyripper = A(Il;) — V(p) - € groups overlapping each other, Fig. 7 such thalljfand
a=nxV(p) II; are part of groupy, andIl; andII, is part of group

theng, andg, is part of the same large group,. The
sult is that the large groups are separated meaning that a
primitive that exist in groug7x can not exist in any other

B. Limiting the Number of Actions group G'y. Using this grouping information it is possible to

For a typical scene, the number of coplanar pairs oqdd. additionallcc.)nstraints on the generation of EGA.S'
primitives is in the order ofl0® — 10%. Given that each First, all pr|m|t|ve§ that are not part of a suf_f|C|entIy
coplanar relationship gives rise to 8 different grasps frorJr"F‘rge Qfoqui are dls_,carded. Secondly, the relatlo_ns_ co-
the five different categories, it is obvious that the numberr’lanamy and co—colority betyve_gn small groups of pringiiv
of suggested actions must be further constrained. Anoth8f¢ computed such that primitivél; € g, andIl; € g,
problem is that coplanar structures occur frequently inrat &€ Only considered to have a co—planarity or co—colority
scenes and only a small set of them suggest feasible actioﬁﬁ,"j‘t'c_m_',f all primitives ing, are coplanar or cocolor w.r.t
e.g. objects placed on a table create a lot of 3D line strastur® prlml_t|ves in g,. Finally, it is possible to constrain the
coplanar to the table but can not grasped directly by generation of EGAs to only one EGA of each type for each
grasping direction normal to the table. In addition, thediste large group.
many coplanar pairs of primitives affording similar grasps

To overcome some of the above problems, we make use
of the structural richness of the primitives. First, thein-e Fig. 9, Fig. 10 and Fig. 11 show some of the grasps
bedding into collinear groups naturally clusters the giragp generated for the scenes evaluated here. Fig. 8 shows visual
hypotheses into sets of redundant grasps from which onfgatures generated by the stereo system and a selection of
one needs to be tested. Furthermore, co—colority, gives generated actions. Fig. 9 shows a simple plate structure for
additional hypothesis for a potential grasp. which the outer contour is generated since the object is

EGAS will have the same parameters as EGA2 except thgé
the gripper will be fully opened.

VI. EXPERIMENTAL EVALUATION



Fig. 9.
res5respectively.

Examples of tested grasps on a plate (from left): esgfal grasp using EGAS5, and a few early failures using EGRAGA3 and EGADS,

Scene ||

gr

| phor

| col+gr

| gr+pl+col |

Plane

70% (7/10)

83% (5/6)

57% (4/7)

100% (5/5)

Cup

26% (17/66)

38% (14/37)

27% (13/49)

33% (8/24)

Cup/Kn

31% (14/45)

289% (9/32)

31% (11/35)

25% (5/20)

/
5
J
i

3 objects

8% (33/434)

9% (9/98)

139% (18/139)

15% (8/53)

TABLE |
EXPERIMENTAL EVALUATION OF THE GRASP SUCCESS RATE WHERE THE
FOLLOWING NOTATION IS USED PL (CO-PLANARITY), GR (GROUPING),
CL (CO-COLORITY) AND (SUCCESFULUTESTED) GRASPS

90 00 a0 i 504,00 w5 et es ]

|

knowledge of the object shape. We note that the results are
a summary of an extensive experimental evaluation since,
given different types and combinations of spatial pringv

all generated actions had to be evaluated. It can be seen that
for a scene of low complexity (plate) the average number of
successful grasps is close&0%. For more complex scenes
this number is dependant on the number and type of objects.
It is also important to note not only the percentage but the
number of evaluated grasps. Although, in some cases, the
success rate is lower when primitives are integrated, there
are much fewer hypotheses tested. These results should also

. . . . be considered together with the results presented in Table |
homogeneous in texture. Fig. 10 shows a scene with a smgPe 9 P

but a more complex object than the previous one. Fig. 1%Yhere we show how the integration of grouping, co-colority

Fig. 8. Two example scenes designed for testing and a s®leofi the
generated actions.

. ; | ~and co-planarity affects the number of generated hyposhese
shows two scenes with two (cup and knife) and three objec gﬂ'fordances). Another thing to point out related to Table |

(box, cup and bottle9. ;
, - is that most of the unsuccessful grasps happened due to an
On each of the scene, afte_r the spat|a_1l p_r|m|t|ves ha\“aearly failure” such as that a contact was detected befare th
been extracted, elementary acfuons showr_1 in Fig. 5 arajte'_st rasp was executed. Again, this failure may in some cases
There are few reasons for which a certain grasp may fail: result with a successful grasp anyway. Another big source
« The system does not have the knowledge of whethesf failure was that there was nothing to lift, i.e. EGA3 could
the object is hollow or not, so testing EGA2 will resultsnot have been applied.
with a collision and thus failure.
« Since no surface is reconstructed, EGA1 will fail for

hollow objects which are grasped from “below”. Robots should be able to extract more knowledge through
+ If the hand, during the approach, detects a collision Ofeir interaction with the environment. The basis for this

one of the fingers, the grasping process is stopped. |fteraction should not be a detailed model of the envirortmen

reality, this grasp may happen to be successful anyway,q |ots of a-priori knowledge but the robot should be

|f the object is moved so that it is centered between th@ngaged in an exploration process through which it can

fingers. generate more knowledge and more complex representations.
Table | summarizes the results for the generated succdssthis paper, we have presented one of the building blocks

rate regarding a number of successful grasps given mecessary in such a system.

VIl. CONCLUSIONS



Fig. 10. Examples of tested grasps on a cup (from left):
respectively.

Fig. 11. Examples of successful grasps with two and threectdj
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Abstract

In this paper, we present a set of perceptual relations, namely, co-colority, co-planarity, collinearity
and symmetry that are defined between multi-modal visual features that we call primitives.

1 Introduction

According to Marr’s paradigm [29], vision involves extraction of meaningful representations from input
images, starting at the pixel level and building up its interpretation more or less in the following order: local
filters, extraction of important features, the 2%—D sketch and the 3-D sketch.

There is psychophysical evidence and evidence from the statistical properties of natural images that the hu-
man visual system utilizes a set of visual-entity-combining processes, called perceptual organization in the
literature, for forming bigger, sparser and more complete interpretations of the scene (see, e.g., [18, 19, 35]).
Such processes include (i) extraction of the boundary of the objects in the image from the set of unconnected
edge pixels or features [3, 8, 10, 21, 27, 31, 39] utilizing Gestalt laws of grouping, and (ii) interpolation and
extrapolation of unconnected sparse 3D entities for forming more complete 3D surfaces (see, e.g., [13]) uti-
lizing the relations between the 3D entities. Gestalt principles include collinearity, proximity, common fate
and similarity whereas inference of 3D surfaces from a set of 3D entities include relations like coplanarity,
collinearity, co-colority etc. These are essentially second order and higher order relations of local features.
In [26], we have introduced a specific form of a local descriptor that we call a *'multi-modal primitive’
(see section 2) and which can be seen as a functional abstraction of a hypercolumn (see [24]). We distin-
guish between 2D primitives describing local image information and 3D primitives covering local 3D scene
information in a condensed symbolic way.

These primitives serve as a basis for an early cognitive vision system [23, 26, 33] in which operations and
relations on these primitives realizing perceptual grouping principles are used in different contexts (see [26]
for applications). We have utilized these relations for different problems including stereo [34], RBM [32],
estimation of initial grasping reflexes from stereo [5], estimation of depth at homogeneous image structures
[16], and analysis of second-order relations between 3D features [17].

In this paper, we present the set of 2D and 3D relations defined upon the primitives. These relations include
collinearity, cocolority, coplanarity and symmetry. Of these relations, collinearity, cocolority and symmetry
are defined for 2D as well as 3D primitives whereas by definition, coplanarity is meaningful only for 3D
primitives. Table 1 summarizes the relations and on which dimension they are defined.

Relation | 2D
co-planarity
co-colority
collinearity
symmetry

< ===

< X

Table 1: The relations and in which dimension they are defined.

This paper does not focus on any specific application domain but provides a technically detailed definition
of these relations that are usually not described in such detail in publications making use of them.

The paper is organized as follows: In section 2, we briefly introduce our visual features, namely primitives.
In section 3, we describe our definitions of perceptual relations between the visual primitives. In section 5,
we conclude the paper.



2 Primitives

Numerous feature detectors exist in the literature (see [30] for a review). Each feature based approach
can be divided into an interest point detector (e.g. [14, 4]) and a descriptor describing a local patch of
the image at this location, that can be based on histograms (e.g. [6, 30]), spatial frequency [20], local
derivatives [15, 11, 1] steerable filters [12], or invariant moments ([28]). In [30] these different descriptors
have been compared, showing a best performance for SIFT-like descriptors.

The primitives we will be using in this work are local, multi-modal edge descriptors that were introduced
in [25]. In contrast to the above mentioned features these primitives focus on giving a semantically and
geometrically meaningful description of the local image patch. The importance of such a semantic ground-
ing of features for a general purpose vision front—end, and the relevance of edge-like structures for this
purposes were discussed in [9].

The primitives are extracted sparsely at locations in the image that are the most likely to contain edges.
This likelihood is computed using the intrinsic dimensionality measure proposed in [22]. The sparseness
is assured using a classical winner take all operation, insuring that the generative patches of the primitives
do not overlap (for details, see [26]). Each of the primitive encodes the image information contained by a
local image patch. Multi-modal information is gathered from this image patch, including the position m
of the centre of the patch, the orientation 6 of the edge, the phase w of the signal at this point, the colour ¢
sampled over the image patch on both sides of the edge and the local optical flow f. Consequently a local
image patch is described by the following multi—-modal vector:

™= (m7 9,&)7 C, f7 p)T7 (1)

that we will name 2D primitive in the following.
Note that these primitives are of lower dimensionality than, e.g., SIFT (10 vs. 128) and therefore suffer
of a lesser distinctiveness. Nonetheless, as shown in [34] that they are distinctive enough for a reliable
stereo matching if the epipolar geometry of the cameras is known. Furthermore, their semantic in terms of
geometric and appearance based information allow for a good description of the scene content. It has been
previously argued in [9] that edge pixels contain all important information in an image. As a consequence,
the ensemble of all primitives extracted from an image describe the shapes present in this image.
Advantageously, the rich information carried by the 2D—primitives can be reconstructed in 3D, providing a
more complete scene representation. Having geometrical meaning for the primitive allows to describe the
relation between proximate primitives in terms of perceptual grouping.
In a stereo scenario 3D primitives can be computed from the correspondences of 2D primitives (see figure
1 and [34]):

1= (M,0,Q,C)7, ()

such that we have a projection relation:
P:.II - . 3)

3 Relations

In this section, we present collinearity, cocolority, coplanarity and symmetry relations that are defined on
our visual features.

3.1 Collinearity in 2D and 3D

As the primitives are local contour descriptors, scene contours are expected to be represented by strings of
primitives that are locally close to collinear. In the following, we will explain methods for grouping 2D and
3D primitives into contours.
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Figure 1: Illustration of the primitive extraction process from a video sequence. The 2D-primitives ex-
tracted from the input image (a) (see section 2), and finally the 3D—primitives reconstructed from the
stereo—matches as described as described in [34]. (a) An example input image. (b) A graphic descrip-
tion of the 2D—primitives. (c) A magnification of the image representation. (d) Perceptual grouping of the
primitives as described in [34]. (e) The reconstructed 3D entities. Note that the structure reconstructed is
quite far from the cameras, leading to a certain imprecision in the reconstruction of the 3D—primitives. A

simple scheme addressing this problem is described in [34].



Figure 2: Illustration of the values used for the collinearity computation. If we consider two primitives 7;
and 7, then the vector between the centres of these two primitives is written v;;, and the orientations of
the two primitives are designated by the vectors ¢; and ¢;, respectively. The angle formed by v;; and ¢; is
written «;, and between v;; and ¢; is written «;. p is the radius of the image patch used to generate the
primitive.

3.1.1 Collinearity in 2D

In the following, c(l; ;) refers to the likelihood for two primitives 7; and 7; to be linked: i.e. grouped to
describe the same contour.

Position and orientation of primitives are intrinsically related. As primitives represent local edge estimators,
their positions are points along the edge, and their orientation can be seen as a tangent at such a point. The
estimated likelihood of the contour described by those tangents is based upon the assumption that simpler
curves are more likely to describe the scene structures, and highly jagged contours are more likely to be
manifestations of erroneous and noisy data.

Therefore, for a pair of primitives 7; and 7; in image Z, we can formulate the likelihood for these primitives
to describe the same contour as a combination of three basic constraints on their relative position and
orientation — see [34].

Proximity (c,[l; ;]): A contour is more likely if it is described by a dense population of primitives. Large
holes in the primitive description of the contour is an indication that there are two contours which are
collinear yet different. The proximity constraint is defined by the following equation:
— max (1 — vaii‘;_ju ,0)
cpllijl=1—e 7 4)
where p stands for the size of the receptive field of the primitives in pixels; p7 is the size of the neighbour-
hood considered in pixels; and, ||v; || is the distance in pixels separating the centres of the two primitives.

Collinearity (c.,[l;, j]): A contour is more likely to be linear, or to form a shallow curve rather than a sharp
one. A sharp curve might be an indication of two intersecting or occluding contours.
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where «; and «; are the angles between the line joining the two primitives centres and the orientation of,
respectively, m; and ;.

Cco[li,j] =1- s (5)

Co—circularity (c.;[l; j]): A contour is more likely to have a continuous, or smoothly changing curvature,
rather than a varying one. An unstable curvature is an indicator of a noisy, erroneous or under—sampled
contour, all of which are unreliable.
e T e 7]
sin [ ————
2

) (6)

Ceillij] =1—




Geometric Constraint (G; j): The combination of those three criteria provided above forms the follow-
ing geometric affinity measure:

G;j= i’/ce[li,j] < Ceollij] - ceillif], (7N

where G; ; is the geometric affinity between two primitives 7; and ;. This affinity represents the likelihood
that two primitives 7; and 7; are part of an actual contour of the scene.

Multi-modal Constraint (M ;): The geometric constraint offers a suitable estimation of the likelihood
of the curve described by the pair of primitives. Other modalities of the primitives allow inferring more
about the qualities of the physical contour they represent. The colour, phase and optical flow of the primi-
tives further define the properties of the contour, and thus consistency constraints can also be enforced over
those modalities. Effectively, the less difference there is between the modalities of two primitives, the more
likely that they are expressions of the same contour. In [7], it is already proposed that the intensity can be
used as a cue for perceptual grouping; our definition goes beyond this proposal by using a combination of
the phase, colour and optical flow modalities of the primitives to decide if they describe the same contour:

Mm‘ = W, Cy [li,j] + wccc[lm‘] +wyrcs [lm‘], (8)

where c,, is the phase criterion, ¢, the colour criterion and cy the optical flow criterion. Each of the three
Wy, We and wy is the relative scaling for each modality, with w,, + we +wyg = 1.

Primitive Affinity (A; ;): The overall affinity between all primitives in an image is formalised as a matrix
A, where A; ; holds the affinity between the primitives 7; and 7;. We define this affinity from equations 7
and 8, such that (1) two primitives complying poorly with the good continuation rule have an affinity close
to zero; and (2) two primitives complying with the good continuation rule yet strongly dissimilar will have
only an average affinity. The affinity is formalised as follows:

c(lij) = Aij = /G (aGi; + (1 - a)M,), ©9)

where « is the weighting of geometric and multi-modal (i.e. phase, colour and optical flow) information
in the affinity. A setting of « = 1 implies that only geometric information ( proximity, collinearity and
co-circularity) is used, while o = 0 means that geometric and multi-modal information are evenly mixed.

3.1.2 Collinearity in 3D

Collinearity in 3D is more difficult to define. Due to the inaccuracy in stereo—reconstruction of 3D position
and orientation, it is impossible to apply strong alignment constraints such as the ones we applied in the 2D
case. Consequently we will define 3D collinearity as follows:

Definition 1 Two 3D-primitives 11; and 11; are said collinear if the 2D-primitives 7} and j they project
onto the camera plane x (defined by a projection relation P* : 11, — my) are all collinear (according to
the definition of 2D—primitive collinearity presented above).

and therefore in the standard case where we have two stereo cameras labelled / and  we have the following
relation:

c(Liz) = cli;) - e )- (10)



Figure 3: Co—colority of three 2D primitives 7;, 7; and 7. In this case, 7; and 7; are cocolor, so are ;
and m; however, 7; and 7y, are not cocolor.

3.2 Cocolority in 2D and 3D

Two spatial primitives I1; and II; are co—color iff their parts that face each other have the same color. In
the same way as collinearity, co—colority of two spatial primitives Il; and II; is computed using their 2D
projections P1I; = ; and 7;. We define the co—colority of two 2D primitives 7; and 7; as:

COC(T(Z',?T]') =1- dc(ciacj)v

where c; and c; are the RGB representation of the colors of the parts of the primitives 7; and ; that face
each other; and, d.(c;, cj) is Euclidean distance between RGB values of the colors ¢; and c;. In Fig. 3, a
pair of co—color and not co—color primitives are shown.

Euclidean color distance d. is a simple one compared to color distance metrics developed by different in-
stitutes like International Commission on Illumination (CIE). Such metrics are developed to match our per-
ception of colour and are computationally expensive (see, e.g., [38]). For our purposes, Euclidean distance
between RGB values is sufficient and can be replaced by a more complicated distance metric, if desired.
3D co-colority is defined as follows:

Definition 2 Two 3D-primitives I1; and 11; are said cocolor if the 2D-primitives m; and 7 they project
onto the camera plane x (defined by a projection relation P* : Il — my) are co-color (according to the
definition of 2D—primitive cocolority presented above).

3.3 Coplanarity
According to [37],

a set of points in space is coplanar if the points all lie in a geometric plane. For example, three
points are always coplanar; but four points in space are usually not coplanar.

Although the definitions are more or less the same, there are different ways to check the coplanarity of a
set of points [36, 37]. For a set of n points x;...x,, where x; = (x;, yi, 2;), the following methods can be
adopted:

e Forn = 4, x;...x,, are coplanar

— iff the volume of the tetrahedron defined by them is 0 [36], i.e.,

rr y1 oz 1
R
Ty Ya 24 1
— iff the pair of lines determined by the four points are not skew [36]:
(x3 —x1).[(x2 — x1) X (x4 —x3)] = 0. (12)



— iff x4 is on the plane defined by x1, X2, X3:
d(X4,P(X1,X2,X3)) = Oa (13)

where P(x1,X2,X3) is the plane defined by P(x1, X2,x3), and d(x, p) is the distance between
point x and plane p.

e Forn > 4, x;...x, are coplanar iff point-plane distances of x4..x,, to the plane defined by (x1, x2, x3)
are all zero:

Zd(xi,P(Xl,Xz,XS)) = 0. (14)
i=4

3.3.1 Coplanarity of bounded planes

A bounded plane p® is part of the plane p with a certain size s and position x. In other words, p® is
equivalent to (n, x, s) where n, X, s are respectively the normal (i.e., orientation), position (i.e., center) and
the size of the bounded plane.

As suggested in [17], two bounded planes pl{, pg are coplanar if:

d(x1,pb)

(a(l’ll,l’lg) < Ta) A\ (d<X1 Xg)

<Ty), (15)

where a(n1, ny) is the angle between the two orientations vectors n; and n;, and 7, and T} are the thresh-
olds.

3.3.2 Coplanarity of 3D primitives

Two spatial primitives II; and IT; are co—planar iff their orientation vectors lie on the same plane, i.e.:
cop(IL;, I;) = 1 — [projy, ., (ti ¥ vij)|, (16)

where v;; is defined as the vector (M; — M j); t; and t; denote the vectors defined by the 3D orientations
©; and ©, respectively; and proj,, (a) is defined as:

. a-u
pl‘Oju(a) = Wu (17)

The co—planarity relation is illustrated in Fig. 4.

3.4 Symmetry in 2D and 3D

Two primitives are symmetric if they are located on two contours which are reflections of each other (see
figure 5(a)). This reflective symmetry between two primitives can be measured by utilizing the angles
between the orientations of the primitives and the line that joins the centers of the primitives.

Let v;; denote the line joining the centers of the primitives, 7; and 7, and also ¢;; and ¢;; be the angles
between v;; and the lines defined by the orientations of 7; and 7, respectively (see figure 5). Then, two
2D primitives 7; and 7; can be considered symmetric, if ¢;; = ¢;; with a symmetry axis a;; defined as

follows:
o L(Cij; (91) if 92 = Gj,
Wi = { L(c;j; vij), otherwise, (13)
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Figure 4: Co—planarity of two 3D primitives II; and I1I;. ¢; and t; denote the vectors defined by the 3D
orientations ©; and O, respectively.

where L(x;6) is a line that goes through a point = with orientation 6; int ([, l,,) is the intersection point
of two lines denoted by Ij, and [,,,; ¢;; is defined as the mid-point of v;; (i.e., (m; +m;)/2); and, a;; is the
angle of the line that joins the points ¢;; and int(L(m;; 6;), L(mj; 6;)).

The symmetry axis a;; is undefined if the primitive orientations 6; and 6;, and v;; are all parallel, which is
the case when both primitives are located on the same linear segment of a contour. This is the case for 7;
and 7, in figure 5(b) and 5(c). If the symmetry axis a;; is undefined, a primitive pair should not be regarded
as symmetric, but collinear.

Figure 5 illustrates a few symmetric and non-symmetric primitives. In figure 5(b) and 5(c), as the primitives
m; and 7y, are on the same contour, a;; is parallel with the primitive orientations 6;, ) and v

Taking collinearity into account, symmetry between two primitives 7; and 7; is defined as follows:

0 if Cco[li,j} > Tc,

1 — |sin(¢i; — ¢ji)| otherwise, (19)

sym(sm;) = {
where c.,[l; ;] is the collinearity relation and 7 is a threshold, determining if 7; and 7; are collinear.
Like collinearity and co—colority, the symmetry of two 3D primitives II; and II; is computed using their
2D projections 7; and 7;:

Definition 3 Two 3D-primitives I1; and I1; are said to be symmetric if the 2D-primitives 7; and 77 they
project onto the camera plane x (defined by a projection relation P* : 11, — ) are symmetric (according
to the definition of 2D—primitive symmetry presented above).

4 Results

In figure 6, the coplanarity, cocolority and collinearity relations are shown for two different example scenes
shown in figure 6(a) and (b). The results are from our 3D display tool called Wanderer, and for computa-
tional reasons, 3D primitives are shown in squares. The relations are displayed only for a primitive which
is selected with the mouse as showing relations between all primitives disables visibility.

From the figure we see that coplanarity is a more common relation than cocolority or collinearity. This
suggests that coplanarity alone is not directly usable for analysis or applications in 3D, and it needs to be
accompanied with other relations as proposed and utilized in [2, 16].



5 Conclusion

In this paper, we presented cocolority, coplanarity, collinearity and symmetry relations defined on multi-
modal visual features, called primitives.

Such relations have been utilized in different perceptual organization problems as well as analysis of how
the natural scenes are structured (see, e.g., ([3, 8, 10, 13, 16, 17, 21, 27, 31, 34, 39]), and the importance
of such relations, as well as their psychophysical and biological plausibility have been acknowledged in the
literature (see, e.g., [18, 19, 35]).
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(©)
Figure 5: Illustration of the definition of symmetry. ¢;, t; and ¢;, denote the vectors defined by the orienta-

tions 0;, 0; and 0y, respectively. Primitives 7; and 7; are symmetric in (a) and (b), but not in (c). 7; and 7,
are symmetric in (c), but not in (a) or (b).
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Coplanarity

Cocolority

Collinearity

Figure 6: The coplanarity, cocolority and collinearity relations on two different examples shown in (a) and
(b). The results are from our 3D display tool called Wanderer, and for the sake of speed, 3D primitives are
shown in squares. The relations are shown only for a selected primitive as showing relations between all

primitives disables visibility.
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Abstract curvature and independent components of surfaces was an-

alyzed. Their major conclusions were: (1) local 3D patches
For the analysis of images, a deeper understanding of tend to be saddle-like, and (2) natural scene geometry is
their intrinsic structure is required. This has been obtained quite regular and less complex than luminance images. In
for 2D images by means of statistical analysis [15, 18]. [11], the distribution of 3D points was analyzed using co-
Here, we analyze the relation between local image struc- occurrence statistics and 2D and 3D joint distributions of
tures {.e., homogeneous, edge-like, corner-like or texture- Haar filter reactions. They showed that range images are
like structures) and the underlying local 3D structure, rep- much simpler to analyze than optical images and that a 3D
resented in terms of continuous surfaces and different kindsscene is composed of piecewise smooth regions. In [19], the
of 3D discontinuities, using 3D range data with the true correlation between light intensities of the image data and
color information. We find that homogeneous image patchesthe corresponding range data as well as surface convexity
correspond to continuous surfaces, and discontinuities arewere investigated. They could justify the event that brighter
mainly formed by edge-like or corner-like structures. The objects are closer to the viewer, which is used by shape from
results are discussed with regard to existing and potential shading algorithms in estimating depth. In [9, 10], range
computer vision applications and the assumptions made byimage statistics were analyzed for explanation of several vi-
these applications. sual illusions.

Our analysis differs from these works. For 2D local im-
age patches, existing studies have only considered light in-
tensity. As for 3D local patches, the most complex consid-
ered representation have been the curvature of the local 3D

With the notion that the human visual system is adapted patch. In this work, however, we create a higher-order rep-
to the statistics of the environment [2, 13, 15, 18, 22, 21] resentation of the 2D local image patches and the 3D local
and its successful applications to grouping, object recogni-Patches; we measure 2D local image patches using homoge-
tion and stereo [3, 4, 20, 29] the analysis, and the usage ofteous, edge-like, corner-like or texture-like structures, and
natural image statistics has become an important focus of3D local patches using continuous surfaces and different
vision research. Moreover, with the advances in technol- kinds of 3D discontinuities. By thiS, we relate established
ogy, it has been also possible to analyze the underlying 3Dlocal image structures to their underlying 3D structures.
world using 3D range scanners [10, 11, 19, 27]. By creating 2D and 3D representations of the lo-

In this paper, we analyze the relation between local im- cal structure, we compute the conditional probability
age structured.e., homogeneous, edge-like, corner-like or P(3D Structurel 2D Structurg. Using this probability, we
texture-like structures) and the underlying local 3D struc- quantify some assumptions made by the studies that recon-
ture using 3D range data with the true color information.  struct the 3D world from dense range data. For example,

There have been only a few studies that have analyzedwve could show that the depth distribution varies signifi-
the 3D world from range data [10, 11, 19, 27]. In [27], cantly for different visual features, and we could quantify
the distribution of roughness, size, distance, 3D orientation,already established inter-dependencies such as 'no new is

1. Introduction
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good news’ [6]. This work also supports the understanding by these 3D structures together with the illumination and
of how intrinsic properties 2D—3D relations can be used for reflectivity of the environment.

the reconstruction of depth, for example, by using statistical ~ With this intuition, any 3D scene can be decomposed
priors in the formalisation of depth cues. geometrically into surfaces and 3D discontinuities. In this

The paper is organized as follows: In section 2, we define context, the local 3D structure of a point can be a:

the types of local image structures and local 3D structures
that we extract for our analysis. In section 3, we introduce
a continuous classifier for local 2D structures. In section 4,
we outline our methods for measuring the 3D structure of a
3D point. We present and discuss our results in section 5.
Finally, we conclude the paper in section 6.

e Surface Continuity: The underlying 3D structure can
be described by one surface whose normal does not
change or changes smoothly.

e Regular Gap discontinuity: The underlying 3D struc-
ture can be described by a small set of surfaces with a
significant depth difference. The 2D and 3D views of
an example gap discontinuity are shown in figure 1(a).

2. Local 2D and 3D Structures . IrregularpGag dFi)scontinuity: ¥he underlying 3gD stru(c—)
ture shows high depth variation and can not be de-
scribed by two or three surfaces. An example of an
irregular gap discontinuity is shown in figure 1(b).

e Orientation Discontinuity: The underlying 3D struc-
ture can be described by two surfaces with signifi-
cantly different 3D orientations that meet at the point
whose 3D structure is being questioned. In this type
of discontinuity, no gap but a change in 3D orientation
between the meeting surfaces occurs. An example for
this type of discontinuity is shown in figure 1(c).

We distinguish between the following local 2D struc-

tures:

e Homogeneous image patches: Homogeneous patches
are signals of uniform intensities.

e Edge-like structures: Edges are low-level structures
which constitute the boundaries between homoge-
neous or texture-like signals (see,g, [14, 17] for
their importance in vision).

e Corners: Corners are signals where two or more edge-
like structures with significantly different orientations

intersect (seee.g, [7, 23, 24] for their importance in T . .
vision). ( o1 ] P 3. Intrinsic Dimensionality

e Texture: Although there is not a widely-agreed defini-  |n image processing, intrinsic dimensionality was intro-
tion, textures are often defined as signals which consistduced by Zetsche and Barth[28] to distinguish between dif-
of repetitive, random or directional structures (for their ferent local image structures. The idea is to assign intrin-
analysis, extraction and importance in vision, seg sically zero dimensionality (i0OD), intrinsically one dimen-
[26]). sionality (i1D) and intrinsically two dimensionality (i2D) to

Locally, it is hard to distinguish between these struc- homogeneous patches, edges and corner-like structures, re-

tures, and there are structures that carry mixed propertiespectively. The concept of intrinsic dimensionality has been
of the "ideal’ cases. The classification of the features out- mostly applied in a discrete way which has been extended
lined above is discrete. However, a discrete classificationin [5, 16] to classify the local image structures continuously
may cause problems as the inherent properties of "mixed”instead of giving them discrete labels.

structures are lost in the discretization process. Instead, in In [5, 16], it has been also shown that the topological
this paper, we make use of a recently developed continu-structure of the intrinsic dimensionality can be understood
ous scheme which is based on the concept of intrinsic di-as a triangle whose corners correspond to the 'ideal’ cases
mensionality [5, 16]. In this concept, local image structures of 2D structuresi(e., homogeneous patches, edges and cor-
are organized continuously in a triangle. This approach isners). The inner of the triangle spans signals that carry
briefly described in section 3. Here, we show that the differ- aspects of the three 'ideal’ cases, and the distance from
ent classes of local image structures map to different distin-the specific corners indicates the similarity (or dissimilar-
guishable areas in the domain of the intrinsic dimensionality ity) to the 'ideal’ iOD, i1D and i2D signals. The horizontal
triangle (see figure 2) which is the first contribution of this and the vertical axes denote the contrast and the orientation
paper. variance, respectively. Contrast measures non-homogeneity

To our knowledge, there does not exist a systematic andwhereas orientation variance measures the variation of ori-

agreed classification of 3D local structures like there is entation in a local patch describing the local image struc-
for 2D local image structures.€., homogeneous patches, ture. An ’ideal’ homogeneous image patch is expected to
edges, corners and textures). Intuitively, the 3D world con- have zero contrast and zero orientation variance whereas an
sists of continuous surface patches and different kinds of 3D’ideal’ edge should have high contrast and zero orientation
discontinuities. In the imaging process (through the lensesvariance. An ’ideal’ corner is supposed to have high con-
of camera or a retina), 2D local image structures are formedtrast and high orientation variance.
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Figure 1. Examples for types of 3D discontinuities. Points of interest are marked with yellow circles. (a) 2D and 3D views of a gap
discontinuity, (b) image (on the left) and range data (on the right) of an irregular gap discontinuity and (c) orientation discontinuity.

Figure 2 shows how the triangle of intrinsic dimension- two-dimensional corner edge, crease edge or surface dis-
ality looks like and how a set of example local image struc- continuity for orientation discontinuity [1, 8, 25].
tures map on to it. In figure 2, we see that different visual _ o
structures map to different areas in the triangle. A detailed 4-1. Measure for Gap Discontinuity: yicp
analysis of how 2D structures are distributed over the intrin- Gap discontinuities can be measured or detected in a
sic dimensionality triangle and how some visual informa- gjmilar way to edges in 2D images; edge detection pro-
tion depends on this distribution can be found in [12]. Dif- ~ogses RGB-coded 2D images while for a gap discontinu-
ferent from [12], in this paper, regardiqg this distribution,. ity, one needs to process XYZ-coded 2D images. In other
we show that textures also map to a different area of the"words, gap discontinuities can be measured or detected by
own. The fact that different local image structures have the"taking a second order derivative of XYZ values [25].
own distinguishable areas in the triangle provides us with  peasurement of a gap discontinuity is expected to oper-
a continuous classifier that distinguishes between homogee on hoth the horizontal and vertical axes of the 2D image:;
neous, edge-like, texture-like and corner-like structures.  {hat is, it should be a two dimensional function. The al-

ternative is to discard the topology and do 'edge-detection’
4. Methods in sorted XYZ valuesi.e., to operate as a one-dimensional
function. Although we are not aware of a systematic com-
parison of the alternatives, for our analysis and for our
X e , o 7 data, the topology-discarding gap discontinuity measure-
gap discontinuity, irregular gap discontinuity and orienta- ment produced better results. Therefore, we have adopted

tion discontinuity. The measures for gap discontinuity, ir- yhe topology-discarding gap discontinuity measurement in
regular gap discontinuity and orientation discontinuity of & ha rest of the paper.

In this section, we define our measures for the three kinds
of discontinuities that we described in section 1; namely,

patchP will be respectively denoted by p (P), prcp(P) For an image patcl of size N x N, let,

anduop(P). The reader who is not interested in the tech- X = ascendingor({X; | i € P}),

nical details can jump directly to section 5. Yy = ascendingor({Y; | i € P}) )
In our analysis, we used chromatic range data of out- z — ascendingor({Z | i€ P}),

door scenéswhich were obtained from Riegl UK Ltd. )
and also, foi = 1,..,(N x N —2),

(http://www.riegl.co.uk/ ). There were 20 scenes

in total, 10 of which are shown in figure 3. The range of X8 = | (Xip2 — Xig1) — (Xip1 — X)) | }s

an object which does not reflect the laser beam back to the V2 = (| Wiz = Vig1) = QVig1 = V) | 1 @
scanner or is out of the range of the scanner cannot be mea- 25 = [ [(Zise— Zin) — (Zi — 20 | 1

sured. These points are marked with blue in figure 3 and are . .
not processed in our analysis. The resolution range of the WhefeXi,yi,AZi rAepresenis 3D coordinates of pixel
data set is [512-2048]x[390-2290] with an average resolu- ~ The setst™, = and 2™ are the measurements of the
tion of 1140x1001. jumps {.e., second order differentials) in the séts) and

3D discontinuities are detected in studies which involve 2 réspectively. A gap discontinuity can be defined simply
range data processing, using different methods and using®S & measure of these jumps in these sets. In other words:
different names like two-dimensional discontinuous edge,

g _9(XB) + () + 6(22)

jump edge or depth discontinuity for gap discontinuity; and, pap(P) = 3 ) (3

where the functio : S — [0, 1] over the setS measures

1We would like to note that it is problematic to do range scanning in : . : P ;
nature scenes that include trees or other kinds of vegetation because of th he homerneny of its argument set (ln terms of its peak|-

unintended motion due to wind. As the image of the scene is taken after ess ) and is defined as follows:
the scanning phase, this delay may make the image data fail to correspond #(S) = 1 % Z Si )
to the range data. #(S) max(s)’

€S
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Figure 2. How a set of 54 patches map to the different areas of the intrinsic dimensionality triangle. Some examples from these patches
are also shown. The horizontal and vertical axes of the triangle denote the contrast and the orientation variances of the image patches,
respectively.
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4.2. Measure for Orientation Discontinuity: uop

The orientation discontinuity of a patdh can be de-
tected or measured by taking the 3D orientation difference
of the surfaces which meet & As the size of the patch
P is small enough, the surfaces can be, in practice, approx-
imated by 2-pixel wide unit planes. The histogram of the
3D orientation differences between every pair of unit planes
forms one cluster for continuous surfaces and two clusters
for orientation discontinuities.

For an image patcl® of size N x N pixels, the orien-
tation discontinuity measure is defined as:

— nop (P) = (H"({a(i,j) |i,j € planes(P),i # j})), (5)

Figure 3. 10 of the 20 3D data sets used in the analysis. The points
that don't have range data are marked in blue. The gray image WhereH"(S) is a function which computes thebin his-
shows the range data of the top-left scene. The resolution range igogram of its argument sé%; +(S) is a function which finds
[512-2048]x[390-2290] with an average resolution of 1140x1001. the number of clusters iff; planes(P) is a function which

fits 2-pixel-wide unit planes to 1-pixel apart pointsihus-

ing Singular Value Decompositiénand,«(i, 7) is the angle

between planesand;.

For a histogrant{ of size Ny, the number of clusters is:

where#(S) is the number of the elements 8f ands; is

the it element of the sef. Note that as a homogeneous
set {.e., a non-gap discontinuity§ produces a high(S)
value, a gap dISCOI’]thIty causes a lpWD value. Figure 2Singular Value Decomposition is a standard technique for fitting

5(c) Sh_OW_S the performance QED on one of our scenes planes to a set of points. It finds the perfectly fitting plane if it exists;
shown in figure 3. otherwise, it returns the least-square solution.

SN (> Ty (> M)

: , ®

¥(8) =
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Dis. Type “eD 1IGD “OD
Continuity High value | Don't care 1

Gap Dis. Low value | Low value | Don't care
Irregular Gap Dis. | Low value | High value | Don't care
Orientation Dis. High value | Don't care > 1

Table 1. The relation between the measurements and the types of
the 3D discontinuities.

e continuous ifuep(P) > T, aNduocp (P) < 1.

For our analysis, we have takéhand the threshold val-
uesTy,, T;, empirically asl0, 0.4 and0.6, respectively. The
number of binsgp, in H™ is taken as 20.

Figure 5(a) shows the types of 3D discontinuities marked
in four different colors for every pixel of the scenes shown

Figure 4. Example histograms and the number of clusters that thejn figure 3. We see that our measures can capture the 3D

function ¢(S) computes.(.S) finds one cluster in the left his-
togram and two clusters in the right histogram. Red line marks the
threshold value of the function. X axis denotes the values for 3D
orientation differences.

where the operato#£ returnsl if its operands are not equal
and returng), otherwise;H; represents thé¢”” element of
the histogran¥!; Hy and H ,, +1 are defined as zero; and,
max(H)/10 is an empirical value which functions as the
threshold value for finding the clusters. Figure 4 shows two

structure of the data sufficiently correct.

5. Results and Discussion

For each pixel of the scene (except for pixels where range
data is not available), we computed the 3D discontinuity
type and the intrinsic dimensionality. Figure 5(a) and (b)
shows the images where the 3D discontinuity and the intrin-
sic dimensionality of each pixel are marked with different
colors.

example clusters for a continuous surface and an orientation Having the 3D discontinuity type and the infor-

discontinuity. Figure 5(d) shows the performanceugfp
on one of our scenes shown in figure 3.

4.3. Measure for Irregular Gap Discontinuity: prap

Irregular gap discontinuity of a patdhcan be measured
by making use of the observation that an irregular-gap dis-
continuous patch from nature usually consists of small sur-
face fragments with different 3D orientations. Therefore,
the amount of variety in the 3D orientation histogram of a
patch P can measure the irregular gap discontinuity.of

Similar to the measure for orientation discontinuity de-
fined in section 4.2, the histogram of the differences be-
tween the 3D orientations of the unit planes (which are of
2 pixels wide) is analyzed. For an image pafefof size
N x N pixels, the irregular gap discontinuity measure is
defined as:

miep(P) = ¢(H" ({a(4, §) |4,j € planes(P),i # j})), o
whereplanes(P), a(i, j), H"(S) and¢(S) are as defined
in section 4.2. Figure 5(e) shows the performance @fp
on one of our scenes shown in figure 3.

The relation between the measurements and the types of

the 3D discontinuities are outlined in table 1 which entails
that an image patcP is:
e gap discontinuous ifsn(P) < T, aNdurap (P) < Tiy,
e irregular-gap discontinuous if.cp(P) < T, and
nrep(P) > Tig,
e orientation discontinuous jfs 5 (P) > 7, anduop > 1,

mation about the local 2D structure of each point,
it is straightforward to compute the probability
P(3D Discontinuity | 2D Structurg, which is shown

in figure 6. Note that the four triangles in figures 6(a), 6(b),
6(c) and 6(d) add up to one for all points of the triangle.
We see that:

e Figure 6(a) shows that homogeneous image patches
correspond to 3D continuities.

Many surface reconstruction studies make use of a ba-
sic assumption that there is a smooth surface between
any two points in the 3D world, if there is no contrast
difference between these points in the image. This
assumption has been first called as 'no news is good
news’ in [6]. With figure 6(a), we quantify 'no news is
good news’ and show for which structures and to what
extent it holds. In addition to the fact that no news is
in fact good news, the figure shows that news, espe-
cially texture-like structures and edge-like structures,
can also be good news (see below).

Edges are considered as important sources of informa-
tion for object recognition and reliable correspondence
finding. Approximately 10% of local image structures
are of that type (see.g, [12]). Figures 6(a), (b) and
(d) show that most of the edges correspond to continu-
ous surfaces or gap discontinuities. The edges that cor-
respond to continuous surfaces are mostly low-contrast
edges. Little percentage of the edges are formed by
orientation discontinuities.
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Figure 5. The 3D and 2D information for one of the scenes shown in figure 3. Dark blue marks the points without range data. (a) 3D
discontinuity. Blue: continuous surfaces, light blue: orientation discontinuities, orange: gap discontinuities and brown: irregular gap
discontinuities. (b) Intrinsic Dimensionality. Homogeneous patches, edge-like and corner-like structures are encoded in colors brown,
yellow and light blue, respectively. (c) Gap discontinuity measusg. (d) Orientation discontinuity measure,p. (€) Irregular gap
discontinuity measurgrap.

e Figure 6(b) shows that well-defined corner-like struc- of a 3D structure given the 2D structure. With this prob-
tures result from either gap discontinuities or continu- ability, we could investigate the relation between 2D struc-

ities. tures and the underlying 3D structures as well as analyze the
e Textures also map with high likelihood to surface con- Vvalidity of a widely_-used assumption/smoothing constraint,
tinuities but also to irregular gap discontinuities. namely, 'no news is good news’ [6].

Findi d b difficult with Besides, we have presented a continuous classification
thm llngkcorrespc:r:_ ences ?(iﬁmfs rr;orte It cu \_'l_VL scheme which can be used to distinguish between homo-
?. act or fr?r;])e lIveness ((; N oc;';lt struc ulrke ¢ € geneous, edge-like, corner-like and texture-like structures.
;es imates ot e”colrrespoF t()alncels {ah. exture- Itr? SI_LUC'By taking a higher-order representation than existing range-
l_l;]resdatrﬁ Ta urf\ ly tesi reliable. In Isdsle;nse’ t'e K€" Jata analysis studies, we could point to the intrinsic proper-
' ofo a Eer ain ?X uresé are causbe y gotn Inu%uslties of the 3D world and its relation to the image data. This
S;Jr aces (ts hqwnfln |?ure th(a'z)' calm d e L:SG Iot_mo € analysis is important because (1) it may be that the human
stereo matching functions that include interpolation as ;g 5 system is adapted to the statistics of the environment
well as mformanp abou't possub]e correspondences 2,13, 15, 18, 21, 22], and (2) it may be used in several com-
?ased on the local |mage. information. ] puter vision applications like depth estimation in a similar
It is remarkable that local image structures mapping to way as in [3, 4, 20, 29].
different sub-regions in the triangle are caused by rather dif-  |n our current work, the probability distributions will
ferent 3D structures. This clearly indicates that these differ- pe ysed for estimating the 3D structure from 2D struc-
ent image structures should be used in different ways foryyre in a Bayesian framework for surface reconstruc-
surface reconstruction. tion/interpolation studies.

6. Conclusion 7. Acknowledgments
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Abstract

Depth at homogeneous or weakly-textured image areas is difficult to obtain because such image
areas suffer the well-known correspondence problem. In this paper, we propose a voting model that
predicts the depth at such image areas from the depth of bounding edge-like structures. The depth at
edge-like structures is computed using a feature-based stereo algorithm, and is used to vote for the depth
of homogeneous image areas. We show the results of our ongoing work on different scenarios.

1 Introduction

Extraction of 3D structure from 2D images is realized utilizing a set of inverse problems that include struc-
ture from motion, stereo vision, shape from shading, linear perspective, texture gradients and occlusion [3].
These cues can be classified as pictorial, or monocular (such as shading, utilization of texture gradients or
linear perspective) and multi-view (like stereo and structure from motion). Depth cues which make use of
multiple views require correspondences between different 2D views of the scene. In contrast, pictorial cues
use statistical and geometrical relations in one image to make statements about the underlying 3D structure.
Many surfaces have only weak texture or no texture at all, and as a consequence, the correspondence prob-
lem is very hard or not at all resolvable for these surfaces. Nevertheless, humans are able to reconstruct
3D information for these surfaces, too. Existing psychophysical experiments (see, e.g., [2, 4]) and compu-
tational theories (see, e.g., [1, 6, 24]) suggest that in the human visual system, an interpolation process is
realized that starting with the local analysis of edges, corners and textures, computes depth also in areas
where correspondences cannot easily be found.

In this paper, we are interested in prediction of depth at homogeneous image patches (called monos in this
paper) from the depth of the edges in the scene using a voting model. We start by creating a representation
of the input stereo images in terms of local image patches corresponding to edge-like structures and monos
(as introduced in [14] and section 2, and described in detail in [15]). The depth at edge-like patches is
extracted using feature-based stereo computation between the two images (using the method introduced in
[20]). The depth that is extracted at the bounding edge-like patches of a mono using stereo votes for its
depth.

We would like to distinguish depth prediction from surface interpolation because surface interpolation
assumes that there is already a dense depth map of the scene available in order to be able to estimate the
3D orientation at points (see, e.g., [6, 7, 8, 17, 18, 23, 24]) whereas our understanding of depth prediction
makes use of only 3D line-orientations at edge-segments which are computed using a feature-based stereo
proposed in [20].

(b) ©

Figure 1: An input stereo pair ((a) and (b)) and how a feature-based stereo algorithm (taken from [20]) looks
like (c).



A typical scenario that our model is designed for is shown in figure 1 where an input stereo pair and the
stereo data (computed using [20]) are displayed. We see that computed stereo information has strong outliers
which prohibit a surface interpolation method as it is not possible to differentiate between the outliers and
the reliable stereo information. Moreover, the stereo information that should be reliable at the edges of
the road turn out not to share a common surface nor the same 3D line (see figure 1(c)). Applying a surface
interpolation method on such input data is expected to lead to a wrong road surface prediction. In this paper,
we will show that our depth prediction method is able to cope with such strong outliers.

1.1 Related studies

It is fair to count the early works of Grimson [6] as the pioneers of surface interpolation. In [6], Grimson
proposed fitting square Laplacian functionals to surface orientations at existing 3D points utilizing a surface
consistency constraint called 'no news is good news’. The constraint argues that if two image points do not
have a contrast difference in-between, then they can be assumed to be on the same 3D surface (see [11] for
a quantification of this assumption). This work is extended in [7] with use of shading information. [6, 7]
assume that surface information is available, and the input 3D points are dense enough for second order
differentiation.

In [1], surface orientation at homogeneous image areas is recovered by interpreting line drawings. Lines
are classified as extremal or discontinuity by making use of the junction labels and global relations like
symmetry and parallellism. They assume that (1) extremal points (the boundaries of the objects) in an
image correspond to surface orientations which are normal to the image curve and the line of sight, and that
(2) discontinuities (lines other than extremal points) lead to surface orientations which are normal to space
curve. The underlying assumptions of [1] are that (1) a clean contour of the scene is provided, and that (2)
the object is separated from the background. Moreover, the results provided in [11] suggest that it may not
be a good idea to assume that edges correspond to only certain types of surface orientations. [19, 22, 25, 26]
are similar to [1] as far as our paper is concerned.

In [8], 3D points with surface orientation are interpolated using a perceptual constraint called co-surfacity
which produces a 3D association field (which is called Diabolo field by the authors) similar to the associ-
ation field used in 2D perceptual contour grouping studies. If the points do not have 3D orientation, they
estimate the 3D orientation first and then apply the surface interpolation step. In [17, 18], it is argued that
stereo matching and surface interpolation should not be sequential but rather simultaneous. For this, they
employ the following steps: (1) Normalized-cross correlation and edge-based stereo are computed. (2) The
disparities are combined and disparities corresponding to inliers, surfaces and surface discontinuities are
marked using tensor voting. (3) Surfaces are extracted using marching cubes approach. At this stage, sur-
faces are over the boundaries. (4) At the last step, over-boundary surfaces are trimmed. They assume sphere
as their surface model when interpolating surface orientations.

In [23, 24], stereo is computed at different scales, and instead of collapsing the results of these different
scales into a single layer of disparity estimation and then applying surface interpolation, surface interpola-
tion is applied separately for each scale and the results are combined.

Our work is different from the above mentioned worksin that:

e Our approach does not assume that the input stereo points are dense enough to compute their 3D
orientation (this is why the authors of this paper prefer to distinguish between depth prediction and
surface interpolation). Instead, our method relies on the 3D line-orientations of the edge segments
which are extracted using a feature-based stereo algorithm (proposed in [20]).

e We employ a voting method like [17, 18] but is different, allowing long-range interactions in empty
image areas, in order to predict both the depth and the surface orientation.



The paper is organized as follows: In section 2, we introduce how the images are represented in terms of
local image patches. Section 3 describes the 2D and 3D relations between the local image patches that are
utilized in the depth prediction process. Section 4 gives the outline of how the depth prediction is performed.
In section 5, the results are presented and discussed. Finally, in section 6, the paper is concluded.

2 Visual Features

The visual features we utilize (called primitives in the rest of the paper) are local, multi-modal feature
descriptors that were intoduced in [14]. They are semantically and geometrically meaningful descriptions
of local patches, motivated by the hyper-columnar structures in V1 ([9]).

An edge-like primitive can be formulated as:

¢ = (Xvevwv (Clvcmacr)vf)v (1)

where x is the image position of the primitive; § is the 2D orientation; w represents the contrast transition;
(ci, €m, €y ) is the representation of the color, corresponding to the left (c;), the middle (c,,) and the right
side (c,) of the primitive; and, f is the optical flow extracted using Nagel-Enkelmann optic flow algorithm.
As the underlying structure of an homogeneous image patch is different from that of an edge-like patch, a
different representation is needed for homogeneous image structures (called monos in this paper):

™ = (x,c), 2)

where x is the image position, and c is the color of the mono.

See [16] for more information about these modalities and their extraction. Figure 2 shows extracted primi-
tives for an example scene.

7® is a 2D feature which can be used to find correspondences in a stereo framework to create 3D primitives
(as introduced in [13, 21]) with the following formulation:

II° = (X, 0,9, (¢, ¢m, ¢r)), 3)
where X is the 3D position; © is the 3D orientation; €2 is the phase (i.e., contrast transition); and, (c;, ¢y, C;)
is the representation of the color, corresponding to the left (c;), the middle (c,,) and the right side (c,) of

the 3D primitive.
In this paper, we estimate the 3D representation II"™ of monos which stereo fails to compute:

™ = (X, n,c), 4)
where X and c are as in equation 2, and n is the orientation (i.e., normal) of the plane that locally represents
the mono.

3 Relations between Primitives

Sparse and symbolic nature of primitives allows the following relations to be defined on them. For more
information about relations of primitives, see [10].



(a) Input image.

(b) Extracted primitives.

Figure 2: Extracted primitives (b) for the example image in (a).
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Figure 3: Illustration of the primitive extraction process from a video sequence. The 2D-primitives ex-
tracted from the input image (a) (see section 2), and finally the 3D—primitives reconstructed from the
stereo—matches as described as described in [21]. (a) An example input image. (b) A graphic descrip-
tion of the 2D—primitives. (c) A magnification of the image representation. (d) Perceptual grouping of the
primitives as described in [21]. (e) The reconstructed 3D entities. Note that the structure reconstructed is
quite far from the cameras, leading to a certain imprecision in the reconstruction of the 3D—primitives. A

simple scheme addressing this problem is described in [21].



Figure 4: Co-planarity of two 3D primitives II7 and 1.
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Figure 5: Linear dependence of three 7¢;, 7¢; and 7°. In this example, 7°; is linearly dependent with 7°;
whereas 7°, is linearly independent of other primitives.

3.1 Co-planarity

Two 3D edge primitives 117 and 11 are co—planar iff their orientation vectors lie on the same plane, i.e.:
cop(IIf, I15) = 1 — [proj, ., (ti x vi;)l, (5)

where v;; is defined as the vector (X; — X); t; and ¢; denote the vectors defined by the 3D orientations ©;
and ©;, respectively; and, proj,, (a) is defined as:

. a-u
proj,(a) = Wu. (6)

The co—planarity relation is illustrated in Fig. 4.

3.2 Linear dependence

Two 3D primitives II7 and 11§ are linearly dependent iff the three lines which are defined by (1) the 3D
orientation of IIf, (2) the 3D orientation of II°; and (3) v;; are identical. Due to uncertainty in the 3D
reconstruction process, in this work, the linear dependence of two spatial primitives IIf and IT5 is computed
using their 2D projections 77 and 7. We define the linear dependence of two 2D primitives 7{ and 77 as:

lin(r§, ) = |proj,,;ti| > Th A |proj,, t;| >Th, (7)

where ¢; and ¢; are the vectors defined by the orientations ; and ¢, respectively; and, T'h is a threshold.

6



Figure 6: Co—colority of three 2D primitives 77, 75 and 7. In this example, 77 and 7§ are cocolor, so are
m; and mj;; however, 75 and 7, are not cocolor.

3.3 Co—colority

Two 3D primitives II and II5 are co—color iff their parts that face each other have the same color. In the
same way as linear dependence, co—colority of two spatial primitives IT{ and II is computed using their 2D
projections 77 and 75. We define the co—colority of two 2D primitives 77 and 7§ as:

coc(ﬂf,wi) =1—d.(c;,cj), (®)
where ¢; and c; are the RGB representation of the colors of the parts of the primitives 7 and 7§ that face
each other; and, d.(c;, c;) is Euclidean distance between RGB values of the colors ¢; and c;.
Co-colority between an edge primitive 7° and and a mono primitive 7™, and between two monos can be
defined similarly (not shown here).
In Fig. 6, a pair of co—color and not co—color primitives are shown.

4 Formulation of the model

For the prediction of the depth at monos, we developed a voting model. In a voting model, there are a set of
voters that state their opinion about a certain event e. A voting model combines these votes in a reasonable
way to make a decision about the event e.

In the depth prediction problem, the event e to be voted about is the depth and the 3D orientation of a mono
7™, and the voters are the edge primitives {7{} (for i = 1, ..., Ng) that bound the mono. In this paper, we
are interested in the predictions of pairs of 7{s, which are denoted by P; for j = 1, ..., Np. While forming a
pair P; from two edges 7§ and 7}, from the set of the bounding edges of a mono 7™, we have the following
restrictions:

1. 7§ and 7§, should share the same color with the mono 7™ (i.e., the following relations should hold:
coc(§, wf,) and coc(m§, m™)).

2. The 3D primitives II§ and IIf, of 7 and 7§, should be on the same plane (i.e., cop(II§, I17)).
3. n§ and 7§, should not be linearly dependent so that they can define only one plane (i.e., = lin(n§, )).

In figure 7, such restrictions are illustrated for an example mono and a set of edge primitives that bound it.
The primitives 7§ and 77, are on the same line (i.e., they are linearly dependent), and they define infinitely
many planes. As for primitives 7j and 77, they cannot define a plane as they are not on the same plane, nor
do they share the same color.

The vote v; by a pair P; can be parametrized by:

vy = <X7 1’1), (9)

where 77 is the normal of the mono 7™, and z is its depth relative to the plane defined by P;.



Figure 7: A set of primitives for illustrating why the relations coplanarity, cocolority and linear dependence
are required as restrictions for forming pairs from edges.

Each v; has an associated reliability or probability ;. They denote how likely the vote is based on the
believes of pair P;. It can be modeled as a function of the distance of the mono 7' to the intersection point
1P:

r; can be weighted by the confidences of the elements of the pair P; that reflect their quality.

4.1 Bounding edges of a mono

Search Area Without Grouping With Grouping Input Image

-

b)

Figure 8: Finding bounding edge primitives with and without grouping information for two different monos
which are marked in black in the first column. Using grouping information produces a more complete
boundary finding as shown in (a). However, using grouping may include unwanted edge primitives in the
boundary as shown in (b).

Finding the bounding edges of a mono 7™ requires making searches in a set of directions d;, ¢ = 1...Ng for
the edge primitives. In each direction d;, starting from a minimum distance R,,;,, the search is performed
upto a distance of R4, in discrete steps s;, j = 1...IV,. If an edge primitive 7° is found in direction d; in
the neighborhood € of a step s, 7° is added to the list of bounding edges and the search continues with the
next direction.

The above mentioned method for finding the bounding edge primitives will lead to an incomplete and sparse
boundary detection (see figure 8) because the search is performed only in a set of discrete directions. This
can be improved by making use of the contour grouping information; when an edge primitive 7¢ is found



Image

Figure 9: Illustration of how the vote of a pair of edge primitives is computed. The 3D primitives 1I{ and
115 corresponding to the 2D primitives 7§ and 7§ define the plane p. The intersection of p with the ray [ that
goes through the 2D mono 7™ and the camera center C then determines the position of the estimated 3D
mono II™. The 3D orientation of II™ is set to be the orientation of the plane p.

in a direction d; at step s, if 7° is part of a group G, then all the edge primitives in G’ can be added to the
list of bounding edges (see [21] for information about the grouping method we employ in this paper).
Grouping information can lead to more complete and dense boundary finding as shown in figure 8(a);
however, for certain objects, it may lead to worse results due to low contrast edges (see figure 8(b)).

4.2 The vote of a pair of edge primitives on a mono 7™

A pair P; of two edge primitives 75 and ), with two corresponding 3D edge primitives 115 and II}, which
are co-planar, co-color and linearly independent, defines a plane p with 3D normal n and position X.
The vote v; of 115 and 11}, is computed by the intersection of the plane p with the ray [ that goes through the
mono, 7, and the focus of the camera (see figure 9). The ray [ is computed using the following formula
([51, pg4D):

Xa =P~} (=p + \0), (1)

where T is the homogeneous position of 7™; P and p are respectively the 3x3 and the 3x1 sub-parts of the
3x4 projection matrix P, so that P,,, = [P pl; and, A is an arbitrary number. By using two different values
for \, two different points on ray [ are extracted which then are used to compute the ray /.

Because the ray [ is unique for a mono 7™, all the votes processed for the mono 7™ will be on ray /. This
property can be exploited for clustering the votes as discussed in section 4.3

4.3 Combining the votes

The votes can be integrated using different ways to estimate the 3D representation IT™ of a 2D mono 7™:

o Weighted averaging:
Np
" =C Y v, (12)
i=1

where C is a normalization constant.

o Clustering:
Weighted averaging is prone to outliers which can be overcome by utilizing the set of clusters in the



votes. Let us denote the clusters by ¢; for 7 = 1, ...N.. Then, one integration scheme would be to take
the cluster that has the highest average reliability:

1
IT"™ = arg max,, #—c Z rj. (13)
(]

vj € ¢

where r; is the reliability (i.e., confidence) associated to the vote v;.

An alternative can use the most crowded cluster:
IT™ = arg max., #c;. (14)

It is also possible to combine the number of votes and the average reliability of a cluster for making
a decision.

As mentioned above, weighted averaging is prone to outliers but is fast. Clustering the votes can filter
outliers whereas is slow. Moreover, clustering is an ill-posed problem, and most of the time, it is not trivial
to determine the number of clusters from the data points that will be clustered.

In this paper, we implemented (1) a histogram-based clustering where the number of bins is fixed, and the
best cluster is considered to be the bin with the most number of elements, and (2) a clustering algorithm
where the number of clusters is determined automatically by making use of a cluster-regularity measure and
maximizing this measure iteratively.

(1) 1s a simple but fast approach whereas (2) is considerably slower due to the iterative-clustering step.
Suprisingly, our investigations showed that (1) and (2) produce almost identical results (the comparative
results are not provided in this paper). For this reason, we have adopted (1) as the clustering method for the
rest of the paper.

4.4 Combining the predictions using area information

3D surfaces project as areas into 2D images. Although one surface may project as many areas in the 2D
image, it can be claimed that the image points in an image area are part of the same 3D surface[SK: This
assumption does not always hold. I need to elaborate.].

Figure 10 shows the predictions of a surface. Due to strong outliers in the stereo computation, depth pre-
dictions are scattered around the surface that they are supposed to represent. We show that it is possible to
segment the 2D image into areas based on intensity similarity and combine the predictions in areas to get a
cleaner and more complete surface prediction.

We segment an input image Z into areas A;, 1 = 1,.., N4 using co-colority (see section 3) between primi-
tives utilizing a simple region-growing method; the areas are grown until the image boundary or an edge-like

primitive is hit. Figure 11 shows the segmentation of one of the images from figure 1.
In this paper, we assume that each A; has a corresponding surface S; defined as follows:

Si(x,y,2) = az® +by? + c2® + doey + eyz + frz 4+ g + hy + iz = 1. (15)

Such a surface model allows a wide range of surfaces to be represented, including spherical, ellipsoid,
quadratic, hyperbolic, conic, cylinderic and planar surfaces.
S; is estimated from the predictions in A; by solving for the coefficients using a least-squares method. As
there are nine coefficients, such a method requires at least nine predictions to be available in area A;. For
the predictions shown in figure 10, the following surface is estimated which is shown in figure 12 using a
sparse sampling (only non-zero coefficients are shown):

So=15x10"52+5%x10 %2z —-1.9x 1072 +8 x 1073y + 1.2 x 1032 = 1. (16)

10



Figure 10: The predictions on the surface of the road for the input images shown in figure 1 (predictions
are marked with red boundaries). The predictions are scattered around the plane of the road, and there are
wrong predictions due to strong outliers in the computed stereo.
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Figure 11: Segmentation of one of the input images given in 1 into areas using region-growing based on
primitives.
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Figure 12: The surface given in equation 16 which is extracted from the predictions shown in figure 10.

11



® ¢
#?e ~f '
3 _e IO i
N | i ¥
R ~ I, ‘ ot
LT i L¥}
4 MH, “ N ﬁ”;'ﬁ’#‘ ! , qu pa.;‘ & .deq L]
e .'.u',.“'r' LN TS ! " W, ,ME t y
s .\"i“,,‘\"H Ho.' ‘

4

- - -

-
- S

Figure 13: The predictions from 10 that are corrected using the extracted surface Sy shown in equation 16
and figure 12.

Sp in equation 16 is mainly a planar surface with small quadratic coefficients caused by outliers.

Having an estimated .S; for an area A;, it is possible to correct the mono predictions using the estimated
surface S;: Let X,, be the intersection of the surface .S; with the ray that goes through 7™ and the camera,
and n,, be the surface normal at this point (defined by n,, = (65;/04,65;/d,,05;/6.) ). X,, and n,, are
respectively the corrected position and the orientation of mono IT™.

Corrected 3D monos for the example scene is shown in figure 13. Comparison with the initial predictions
which are shown in figure 10 concludes that (1) outliers are corrected with the extracted surface represen-
tation, and (2) orientations and positions are qualitatively better.

5 Results

The test cases include kitchen scenarios and road scenarios which are intended for PACO+ and Drivsco
projects, respectively. The results of our model is shown for a few examples in figures 14, 15, 16 and 17.
The results show that inspite of limited 3D information from feature-based stereo which may contain strong
outliers in some of the scenes (as shown in figure 1), our result is able to predict the surfaces.

6 Conclusion

In this paper, we introduced a voting model that estimates the depth at homogeneous or weakly-textured
image patches (called monos) from the depth of the bounding edge-like structures. The depth at edge-like
structures is computed using a feature-based stereo algorithm [20], and is used to vote for the depth of a
mono, which otherwise is not possible to compute easily due to the correspondence problem.

The method presented in this paper is an ongoing work. In the future, the reliability of each vote will
be replaced by the statistics collected from chromatic range data (see [12]). Moreover, comprehensive
comparison as well as possible combination with dense stereo methods are going to be investigated.
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Figure 14: Experiment results on an artificial kitchen scene. (a) Left image of the input stereo pair. (b) The

predictions of our model.

(b)

(a)

Figure 15: Experiment results on a road scene. (a) Left image of the input stereo pair. (b) The predictions

of our model.
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(a) Left image of the input stereo pair. (b) The predictions

Figure 16: Experiment results on a road scene.

of our model.

(b)

(a)
Figure 17: Experiment results on a kitchen scene. (a) Left image of the input stereo pair. (b) The predictions

of our model.
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Abstract: Algorithmic 3D reconstruction methods like stereopsis or structure from motion fail to extract depth at ho-
mogeneous image structures where the human visual system succeeds and is able to estimate depth. In this
paper, using chromatic 3D range data, we analyze in which way depth in homogeneous structures is related to
the depth at the bounding edges. For this, we first extract the local 3D structure of regularly sampled points,
and then, analyze the coplanarity relation between these local 3D structures. We can statistically show that the
likelihood to find a certain depth at a homogeneous image patch depends on the distance between the image
patch and its edges. Furthermore, we find that this prediction is higher when there is a second edge which
is proximate to and coplanar with the first edge. These results allow deriving statistically based prediction
models for depth extrapolation into homogeneous image structures. We present initial results of a model that
predicts depth based on these statistics.

1 INTRODUCTION dences cannot easily be found.

In figure 1, the relation between the depth of ho-

Depth estimation relies on the extraction of 3D struc- Mogeneous image structures and edges is shown. In
ture from 2D images which is realized by a set of figure 1(a), we see that the depth of homogeneous im-
inverse problems including structure from motion, age structures is directly related to the depth of the
stereo vision, shape from shading, linear perspective,bounding edges; however, this relation does not al-
texture gradients and occlusion (Bruce et al., 2003). ways exist as shown in figure 1(b,c) where the depth
In methods which make use of multiple viewise( is cued in shading.
stereo and structure from motion), correspondences  With the notion that the human visual system is
between different 2D views of the scene are required. adapted to the statistics of the environment (Brunswik
In contrast, monocular or pictorial cues such as shapeand Kamiya, 1953; Knill and Richards, 1996;iger,
from shading, utilization of texture gradients or linear 1998; Kiiiger and Vérgotter, 2004; Olshausen and
perspective use statistical and geometrical relations inField, 1996; Rao et al., 2002; Purves and Lotto, 2002)
one image to make statements about the underlyingand its successful applications to grouping, object
3D structure. recognition and stereo (Elder and Goldberg, 2002; El-
Many surfaces have only weak texture or no tex- der etal., 2003; Pugeault et al., 2004; Zhu, 1999), the
ture at all, and as a consequence, the correspondencanalysis, and the usage of natural image statistics has
problem is very hard or not at all resolvable for these become an important focus of vision research. More-
surfaces. Nevertheless, humans are able to reconover, with the advances in technology, it has been also
struct 3D information for these surfaces, too. This Possible to analyze the underlying 3D world using 3D
gives rise to the assumption that in the human visual range scanners (Howe and Purves, 2004; Huang et al.,
system, an interpolation process is realized that start-2000; Potetz and Lee, 2003; Yang and Purves, 2003).
ing with the local analysis of edges, corners and tex- In this paper, by making use of chromatic range
tures, computes depth also in areas where correspondata (see figure 3 for examples), we investigate



whether the depth at homogeneous image structures

are related to or predictable by the depth of the edges

that bound them. This investigation is important be- —>O
cause (1) it contributes to a better understanding of the *
intrinsic parameters of the 3D world, and (2) it sug-
gests an indirect method to estimate the depth for ho-
mogeneous image structures; that is, using the depth
estimations about the edges to predict the depth of ho-
mogeneous image structures instead of using the 2D
image information itself as shown in figure 1(a).

There have been only a few studies that have in-

;i?gg:tz%éz? Sl?a\évgg?;[or;o:)a(? glfa(ljkfgﬁ St_';lwezggg_ Figure 1: IIIust_ration of the relation between tr_]e depth of

’ ! " ' " ' homogeneous image structures and the bounding edges. (a)
Potetz and Lee, 2003; Yang and Purves, 2003). In |, the case of cube, the relation is eminent. However, in the
(Yang and Purves, 2003), the distribution of rough- case of round surfaces, (b) the depth of homogeneous image
ness, size, distance, 3D orientation, curvature andstructures may not be related to the depth of the bounding
independent components of surfaces was analyzededges. (c) Inthe case of a cylinder, we see both cases of the
Their major conclusions were: (1) local 3D patches relation asillustrated in (a) and (b).
tend to be saddle-like, and (2) natural scene geome-
try is quite regular and less complex than luminance
images. In (Huang et al., 2000), the distribution of this sense, our work is a natural extension of (Kalkan
3D points was analyzed using co-occurrence statis- et al., 2006).
tics and 2D and 3D joint distributions of Haar filter The outline of the paper is as follows: In section 2,
reactions. They showed that range images are muchdifferent types of local 3D structures are introduced.
simpler to analyze than optical images and that a 3D In section 3, the methodology underlying our statis-
scene is composed of piecewise smooth regions. Intical analysis is presented. The results are presented
(Potetz and Lee, 2003), the correlation between light and discussed in section 4. Finally, in section 5, the
intensities of the image data and the corresponding Paper is concluded.
range data as well as surface convexity were investi-
gated. They could justify the event that brighter ob-
jects are closer to the viewer, which is used in shape2 | OCAL 3D STRUCTURE TYPES
from shading algorithms for estimating depth. In
(Howe and Purves, 2002; Howe and Purves, 2004), £or our work, we have made use of the classification
range image statistics were analyzed for explanationiroquced in (Kalkan et al., 2006) where it is intu-
of several visual illusions. itively argued that the local 3D structure of a point

In (Kalkan et al., 2006), a higher-order repre- can be:

sentation of the 2D local image patches and the o Surface Continuity: The underlying 3D structure
3D local patches were considered; they represented  can be described by one surface whose normal
2D images in terms of homogeneous, edge-like does not change or changes smoothly.
and corner-like structures whereas 3D range data in
terms of continuities, gap discontinuities and orien-
tation discontinuities (see section 2). With these
representations, they could compute the probability
P(3D Structure| 2D Structurg which among other
things justifies and quantifies the assumption that if e Irregular Gap discontinuity: The underlying 3D
two image points do not have contrast difference in-  structure shows high depth variation and cannot
between, then they are likely to be coplanar. This as-  be described by two or three surfaces. An example
sumption is called 'no news is good news’ and widely of an irregular gap discontinuity is shown in figure
used in 3D reconstruction studies (seg, (Grimson, 2(e).

1983)). e Orientation Discontinuity: The underlying 3D
All the studies discussed above are first-order, an-  structure can be described by two surfaces with
alyzing the relation between the image data and the  significantly different 3D orientations that meet at
range data. In this work, however, we are interested  the point whose 3D structure is being questioned.
in higher order relations between local 3D features. In In this type of discontinuity, no gap but a change

(@) (b) (c)

e Regular Gap discontinuity: The underlying 3D
structure can be described by a small set of sur-
faces with a significant depth difference. An ex-
ample of gap discontinuity is shown in figure 2(d).



Figure 3: A subset of the 20 3D data sets used in the
analysis. The points without corresponding range data are
marked in blue. The gray image shows the range data of
the top-left scene. The resolution range of the whole data
set is [512-2048]x[390-2290] with an average resolution of

1140x1001.

is measured by exploiting the fact that two meeting
surfaces with different orientations produce two clus-
ters in the histogram distribution of the 3D orientation

Figure 2: lllustration of the types of 3D discontinuities. (a) of the points. An irregular discontinuity is measured
2D image. (b) Continuity. (c) Orientation discontinuity. by exploiting the fact that the histogram distribution

(d) Gap discontinuity. (e) Iregular gap discontinuity. (f) of the 3D orientation of the points should be flat.
3D discontinuity of each pixel is shown in different colors.

Blue: continuous surfaces, light blue: orientation discon- Discontinuity types of each pixel for a scene is
tinuities, orange: gap discontinuities and brown: irregu- shown in figure 2(f) where the local 3D structure type

lar gap discontinuities. Dark blue indicates points without of each point is shown in different colors.
range data.

in 3D orientation between the meeting surfaces
occurs. An example for this type of discontinu- 3 METHODS
ity is shown in figure 2(c).

3D discontinuities are detected in studies which
involve range data processing, using different meth- In our analysis, we used chromatic range data of
ods and using different names like two-dimensional outdoor scenes which were obtained from Riegl UK
discontinuous edge, jump edge or depth discontinu- Ltd. (http://www.riegl.co.uk/). There were 20
ity for gap discontinuity; and, two-dimensional corner scenes in total; due to space limitations, only two of
edge, crease edge or surface discontinuity for orienta-them are shown in figure 3. The range of an object
tion discontinuity (Bolle and Vemuri, 1991; Hoover which does not reflect the laser beam back to the scan-
etal., 1996; Shirai, 1987). ner or which is out of the range of the scanner cannot
For our analysis, we have adopted the measuresbe measured. These points are marked with blue in
defined in (Kalkan et al., 2006). In this work, a gap figure 3 and are not processed in our analysis. The
discontinuity is measured by simple edge detection in resolution range of the data set is [512-2048]x[390-
XYZ coordinate values. An orientation discontinuity 2290] with an average resolution of 1140x1001.



3.1 Representation

‘ Rangeimage‘—» ‘ Discont. image‘
Using the 2D image and the associated 3D range data l
a representation of the scene is created in terms of Ig
cal compository 2D and 3D features denotedtby Local 2D Representation Local 3D Representation
For homogeneous and edge-like structures, differen
representations are needed due to different underlyin
structures (in the rest of the paper, a homogeneous in
age structure that corresponds to a 3D continuity will
be called anona). For this reason, we have two dif- ‘%

2D

ferent definitions oftdenoted respectively by (for
edge-like structures) an@” (for monos) and formu-
lated as:

™ = (Xsp,Xzp,C.p), 1)
TlE = (X3D7X2D,(p2D7cl7C27 P1, pZ)? (2) M (XSD*XQD‘C‘VP>

whereX3zp and X,p denote 3D and 2D positions of 7 = (X3p, X9p, #op; €1, €2, P1, P2)
the 3D entity;@p is 2D orientation of the 3D entity;
c; andc, are the 2D color representation of the sur- Figure 4: lllustration of the representation of a 3D entity.
faces of the 3D entityc represents the color ofM; From t_he _2D and 3D information, local 2D and 3D repre-
p1 andp; are the planes that represent the surfaces Sentation is extracted.
that meet at the 3D entity; amrepresents the plane
of ™ (see figure 4). Note that" does not have any RegionB ) 7% }
2D orientation information (because it is undefined
for homogeneous structures), anl has two color
and plane representations to the ’left’ and right’ of
the edge.
The process of creating the representation of a |
scene is illustrated in figure 4. LD
In our analysis, the entities are regularly sampled N
from the 2D information. The sampling size is 10 pix-
els. See (Kinger et al., 2003; Kiger and Vérgotter,
2005) for details.
Extraction of the planar representation requires rigyre 5: The parameters involved in second order 3D
knowledge about the type of local 3D structure of the statistics.
3D entity (see figure 4). Namely, if the 3D entity is
a continuous surface, then only one plane needs to be

extracted; if the 3D entity is an orientation discontinu- Color representation is extracted in a similar way.
ity, then there will be two planes for extraction; if the |f the image patch is a homogeneous structure, then
3D entity is a gap discontinuity, then there will also the average color of the pixels in the patch is taken to
be two planes for extraction. be the color representation. If the image patch is edge-
In the case of a continuous surface, a single plane|ike, then it has two colors separated by the line which
is fitted to the set of 3D points in the 3D entity in  goes through the center of the image patch and which
question. For orientation discontinuous 3D structures, has the 2D orientation of the image patch. In this case,
extraction of the planar representation is not straight- the averages of the colors of the different sides of the
forward. For these structures, our approach was to fit edge define the color representation in terms, @ind
unit-planes to the 3D points of the 3D entity and find  ¢,. If the image patch is corner-like, the color repre-
the two clusters in these planes using k-means cluster-sentation becomes undefined.
ing of the 3D orientations of the small planes. Then,
one plane is fitted for each of the two clusters, pro- 3 - Collecting the Data Set
ducing the two-fold planar representation of the 3D
entity.

o
o

~ |

In our analysis, we form pairs out of s that are close

1By unit-planes, we mean planes that are fitted to the 3D €nough, and for each pair, we check whether monos
points that are 1-pixel apart in the 2D image. in the scene are coplanar to the elements of the pair



of 1, i.e., the normal oft; and,l (I1,1,) is true if the
linesl; andl, intersect. We have taken N to be 100.
Next, we have to determine which monos in re-
gion A should be analyzed for the relation; that is,
what is the shape of region A? Empirically, it turns
out that an ellipse (1) is the computationally cheapest
shape and (2) fits to different configurationswfand
1, under different orientations and distances. Neither
a rectangle nor a circle satisfy these two properties.
Figure 6 demonstrates the ellipse for the example pair

of edges in figure 5. The center of the ellipse is at the
intersection of the normals of the edges which we call
as the intersection point (IP) in the rest of the paper.

For each pair of edges i, we decide on which
region to analyze the relation of depth by intersect-
ing the normals of the edges. Then, we associate the
monos inside the ellipse that are defined by the pair of
edges.

Note that ar® has two planes that represent the
underlying 3D structure. Whents become asso-
ciated to monos, only one plane that faces the el-
lipse becomes relevant. LefF denote the semi-
representation aft which can be defined as:

& ~ °F = (X3p, X20, C, P). (4)
d> & Note thatrE is equivalent to the definition af in
equation 2.
%0 Let 7 denote the data set which storBsand the
= §> §> associated monos which can be formulated as:
s
P©\ G T = {(rg", 85 ") | (nf,78) € 2. e sV,

_ ) ) ! € E(rg,15)}, ®)
Figure 7: lllustration of a pair of€ and the set of monos M

associated to them. Top-left shows the 2D image. Top-right WhereS™ is the set of alm™, andE(n§, 75) repre-
shows the 3D representation of the scene in our 3D visual- sents the ellipse associatedrfpandrs?.

ization software. At the bottom, a part of the 3D represen- A pair of T€s and the set of monos associated to
tation is displayed in detail where the edges are shown in {ham are illustrated in figure 7. The edges are shown

blue; the monos coplanar with the edges are shown in green,.
and non-coplanar monos are shown in red. The entities are'” blue, and the coplanar and non-coplanar monos are

drawn in rectangles because of the high computational com- Shown in green and red, respectively.

plexity of drawing circles. 2The parameters of an ellipse are composed of two fo-

cus pointsfy, f, and the minor axi®. In our analysis, the
) more distant 3D edge determines the foci of the ellipse (and,
or not. As there are plenty of monos in the scene, we hence, the major axis), and the other 3D edge determines the

only consider a subset of monos for each pairtof minor axis.

that we suspect to be relevant to the analysis because Let us denote the position of two 3D edge, 15 by
otherwise, the analysis becomes computationally in- (X20)1 and(Xzp)2 respectively. The vectors between the
tractable. The situation is illustrated in figure 5. In 3D edges and IP (let us calandl,) can be defined as:
this figure, twor and three regions are shown; how- l1 = ((X2p)1—IP),

ever, only one of these regioris(, region A) is likely l> = ((X2p)2—IP). (6)

to have coplanar monos.g, see figure 1(a)). , , _ . )
i . ! Having defined; andly, the ellipseE(1t7, ;) is as follows:
Let 7 denote the set of pairs of proximat&s 9 ! 2 PSeE(ri, 1)

whose normals intersecP, can be defined as: E(E 1E) 7{ f1=(Xap)1, f2 = (Xap)3,b=[lo]  if [I] > [I2],
1:12) —

B} = o= . ™
P = {(E.1) | Vi . c Q) 1L (E). L6}, @ 1= Xen)z, T = (an)eub=lla] - othenwise

] ) ) where(Xp)' is the symmetry oK,p around the intersec-
whereQ(1f) is the N-pixel-2D-neighborhood af; tion point and on the line defined B¥,p andIP (as shown
L (1€) is the 2D line orthogonal to the 2D orientation in figure 6).



3.3 Definition of Coplanarity In figure 8(c), the likelihood of the coplanarity of a

mono against the distancel® (i.e., P(cop(m*, 1 A
Let 7 denote either a semi-edg&F or a monor. 15) | dyu (T, 1P), dnv (T, 1P))) is shown. We see in
Two T are coplanar iff they are on the same plane. the figure that the likelihood shows a flat distribution
When it comes to measuring coplanarity, two criteria against the distance to IP.

need to be applied: In figure 8(d), the likelihood of the coplanarity
—_ of a mono against the distance 1§ and 1% (i.e,,
cop(ry,1§) = a(p™, p"?) < T, AND P(copm 1€ A TE) | dN(nM,nE),dN(nM,nf))) is

d(p™, 1§)/d(rE, T§) < Ty,(8)  Shown. We see that when” is close torf or 1%,
it is more likely to be coplanar witm§ and & than
wherep™ is the plane associated 18; a(py,p2) is when it is equidistant to both edges. The reason is
the angle between the orientationspafandpz; and,  whent™ moves away from an equidistant point, it
d(.,.) is the Euclidean distance between two entities. becomes closer to the other edge and in that case, as
In our analysis, we have empirically chos&p shown in figure 8(a), the likelihood increases.

andTq as 20 and 0.5, respectively. The results, especially figure 8(a) and (b) confirm
the importance of the relation illustrated in figure 1(a).

In figure 9, first results of an unpublished ongoing

4 RESULTS AND DISCUSSIONS work on a depth prediction model based on the pre-

sented statistical framework are presented. 9(c) shows

The data set consists of pairstf, TG and the associ- the r_es_ults of feature-bgsed stereo while in 9(d), depth
ated monos. Using this set, we compute the likelihood Predictions are shown in our 3D display software
that a mono is coplanar withfand/ort§ against a
distance measure.

Figure 8 shows the results of our analysis. In fig-
ure 8(a), the likelihood of the coplanarity of a mono
against the distance @ or 15 is shown. This like-

lihood can be denoted formally &cop(m, T A In this paper, using 3D range data with real-world
15) | du(r, 1)) wherecop(r, nf ATG ) is defined  color information, we have analyzed whether the
ascop(Tt;, 15 ) A COp(ﬂMvnE)a andrt is eitherny or depth of a mono is predictable from the depth of
15. The normalized distance meastidy (1, 7%) is the edges that bound the homogeneous image patch.

5 CONCLUSION

defined as: We have analyzed the predictability of the depth of a
d(m¥, 7E) mono given a single edge and a pair of coplanar edges.

dn (!, ) = 7 ) We have shown that a mono is more likely to be
2\/d(“57 IP)2 4 d(1%;,IP)? coplanar with an edge when it is closer to the edge and

when there is another coplanar edge in the neighbor-
whereTt" is eithermiy or 15, andIP is the intersec-  hood. We have shown that the existence of a coplanar
tion point of T and ;. We see in figure 8(a) that  edge in the neighborhood is a strong event and to our
the likelihood decreases when a mono is more distantknowledge, is not recognized by the literature.
from an edge. However, when the distance measure
gets closer to 1, the likelihood increases. This is be- |,

cause when the mono gets away from eitiigor 15, rectly from the available information at the edges. We

it becomes closer to the othef. . believe that this is a new approach to 3D reconstruc-
In figure 8(b), we see the unconstrained case of tion.

figure 8(a);i.e, the case where there is no infor- hi Vi .
mation about the coplanarity of and 15, namely In this paper, we are only interested in second-
P(cop(m™, TE) | dy (T, TE)) whéreT[E ia ’eithernE’ order long-range relations between local features. For
or 15. V\/e see that tﬁe likelihood distribution ils is round objects like shown in figure 1(b,c), the depth

weaker than the case when andTE are coplanar information is given by the shading whose statistical
The comparison with figure 8(a) shzows that the e>.<is- properties can only be captured by different relations.

tence of another edge in the neighborhood increases !N our current work, we are developing a model
the likelihood of finding coplanar structures. that _explons the statistics presentgd in this paper to
predict the depth of homogeneous image patches from
3In the following plots, the distance means the Eu- the depth of edges. First results of this ongoing work
clidean distance in the image domain. are also presented in the paper.

The results suggest that the depth estimation at
mogeneous image structures can be achieved indi-
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Figure 8: Likelihood distribution of coplanarity of monos.

In each sub-figure, left-plot shows the likelihood distribution

whereas right-plot shows the frequency distribution. (a) The likelihood of the coplanarity of a monvamhd 1'['2E against

the distance tat or 15 (b) The likelihood of the coplanarity of a mono witty

or TG against the distance @ or 7% (c) The

likelihood of the coplanarity of a mono against the distandd’tq(d) The likelihood of the coplanarity of a mono against the

distance tat: and 5.
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1 Introduction

This paper explores the usage of two relatively cheap industrial haptic sensors to extend visual scene explo-
ration to a multisensorial scene exploration. It takes a look at the extraction of different object properties
and how these can be used to augment the existing visual representation of the environment.

Section 2 gives an overview of the requirements for a sensor for haptic exploration and the electrical charac-
teristics of the considered sensors and the measurement electronics. In section 3 the physical properties of
the sensor are shown and its step response and a resulting linearization are derived. Section 4 presents dif-
ferent experiments and approaches towards extracting surface normals, weight information and eleasticity
from the sensor data. The fusion of visual predicted surface information with haptical surface exploration
is shown in section 5.

2 Hardware

2.1 Choice of the Tactile Sensor Type

The purpose of the tactile sensor system is the support of haptic exploration and controlled grasping skills
for the robot. The following requirements arise from this application:

High sensitivity and wide measurement range: Detection of slight contacts of a few gram weight equiv-
alent should be possible, but the sensor must also not be overdriven when moving or lifting weights
in the range of 1-2 Kg.

Response dynamics: The sensor signal should have a rise time below 20 ms to allow the implementation
of controlled grasping.

Reliability: A strong demand for the choice of the sensor is a proven sensor technology which affords little
maintenance and has a sufficient life time.

Size and ease of integration: The sensor device should be small enough to fit into the phalanxes of the
Karlsruhe Robot Hand [6], which is of the size of the human hand.

Electrical interface and measurement electronics: The sensor should provide an electrical interface with
low cable count and that is not sensitive towards moderate electrical interference. The measurement
electronics must be small in size and should offer a standard PC communication interface like RS232
or USB.

Beside these basic demands a further strong requirement for the tactile sensors is the capability to determine
the contact normal force vector (CNFV) which allows for dextrous manipulation and reactive grasping with
several common control algorithms.

For the tactile sensor system several sensor types have been investigated for their suitability. Sensors for
force measurement may be divided in scalar and matrix type sensors. Using matrix force sensors the CNFV
may be approximated from the measurement data when assuming a contact area larger than the sensors’ grid
resolution. Manufacturers of commercial matrix type force sensors are [3][2][4]. These sensors are usually
manufactured as flexible sheets with uniformly distributed adjacent sensor cells. The cells usually have the
shape of squares with the length of an edge ranging down to a few millimeters, defining the resolution. There
is no off-the-shelf solution available for matrix force sensors in the application area of robot hands. The
sensors always need to be customized in terms of geometry and resolution, which results in considerable
costs for this type of sensor. All manufacturers examined require the customer to use a special sensor signal



processing hardware unit for processing sensor data. The sensor technology used for force sensors relies
either on a variant of the FSR (Force Sensing Resistor) principle [3][4][1] or on the capacitive effect [2].
FSRs are also very common in tactile input devices like keyboards and keypads for PCs or hand-held de-
vices. Sensor design and properties are in a technological mature state which allows immediate deployment
of this sensor for tactile force and contact sensing to the required degree.

Although the term FSR itself is copyrighted by [1] the other manufacturers exploit material properties
in a similar way, so that they are summarized under this term. The FSR sensor itself consists of two
polymer sheets, one with a printed conducting electrode pattern and one with a semiconducting layer [7].
The resistance of the sensor decreases with increasing pressure applied to it as the two sheets are pressed
together. The force sensing resistor is despite its name neither a pure force nor a pure pressure sensor. Its
change in resistance is related to the portion of sensor surface addressed, the elasticity of the actuator and
the electrode design on the sheet. The sensor element can be used as a pressure sensor if the force is applied
to a major portion of the sensor area. This can be achieved by an appropriate actuator that distributes the
force equally to the full sensor area. As a tactile sensor for a robot hand it is sufficient to overlay a spherical
layer of an elastomer as actuator element on top of the sensor surface. The response time of an FSR is in
the range of 1-2 ms, which is sufficient for tactile exploration and CNFV control.

100
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10 100 1000 10000
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Figure 1: FSR Characteristics: Resistance vs. Force [1].

FSRs in general require a break force to switch from zero conductivity to a finite resistance value defining
the beginning of the dynamic range. From here the characteristic usually follows an inverse power law as
shown in the double logarithmic plot in figure 1.

This nonlinear resistance-force relation needs to be linearized by calibration if required for quantitative
measurements.

2.2 Cursor Navigation Sensors for Tactile Sensing

Beside 1-D FSR elements for orthogonal contact force measurement the FSR technology is also used in
cursor navigation devices as they are assembled in hand-held devices or laptop computers. These sensor
devices have four FSR elements arranged in quadrants onto which the force is distributed by an actuator
stick as shown in figure 2. The stick is covered with a rubber cap to provide friction during actuation.
When the actuator stick is bent the applied force is distributed and the resistance value of the four sensor
elements change uniquely to the 2-D angle and the magnitude of the force.

After linearization of the resistance value for each quadrant the CNFV may be calculated as the resulting
force from the four measurement values.



Figure 2: MicroJoystick input device [1].

A disadvantage of the sensor assembly is the actuator stick itself as it can not be integrated satisfactorily
into a robot hand. It sticks out of the hand plane which makes it vulnerable against force overload. Also, the
measurement range of the sensor is not sufficient towards smaller forces. Experiments have shown that the
break force of the sensor device is the equivalent of approximately 70 gram weight. This is not sufficient
to detect contact immediately or to control the CNFV with detailed resolution. Further more the electrical
connection is only possible with a special flex board style connector that has to be glued with conductive
adhesive to the contacts of the sensor, which increases the number of steps necessary for assembly.

Despite these issues the sensor may well be deployed to explore haptical features of objects in contact with
the robot hand. This sensor was integrated into a two jaw gripper to investigate its properties and suitability
for tactile exploration and reactive grasping, details will be shown later in this report.

Meanwhile also the mere four quadrant sensor element without actuator is available for purchase.

This FSR device is directly solderable to a PCB, alternatively copper wires may be soldered to the sensor.
For proper operation the sensor needs to be used in conjunction with an actuator element. With this sensor
it is sufficient to cover it with a spherical elastomer layer that distributes the applied force across the sensing
area. The sensitivity can be adjusted by shape, thickness and elasticity of the elastomer layer. Experiments
have shown that this sensor device can measure down to the force equivalent of 5 gram weight by overlaying
a spherical silicone cap as shown in figure 3.

The upper limit of the measurement range is approximately the equivalent of 1.5 Kg.

The package of the MicroNav 360 [1] sensors also make them a suitable base element for tactile matrix
sensors as they can be arranged as grids on a carrier PCB.

2.3 Sensor Electronics and System Integration

By using a simple voltage divider circuit a measurable voltage signal can be generated from the changing re-
sistance value of the FSR. The resistance value of the FSR ranges from 5 k{2 at high forces to approximately
100 k€2 at forces just above the break force point. The voltage signals of the sensors are directly connected to
ADC inputs of a microcontroller. The microcontroller communicates to a host PC via a standard interface,



Figure 3: MicroNav 360 with silicon cap and carrier board.

e.g. RS232, CAN or Bluetooth. This data acquisition circuit is generic and may be used for all types of FSR
sensors. The microcontroller is used as a measurement unit and does not calculate a calibration function
on the acquired measurement data. This is performed by software running on the connected PC for ease of
software maintainability.

Figure 4 shows a jaw gripper equipped with cursor navigation sensors. Here four devices were soldered to
a PCB to investigate the feasibility of a matrix sensor field.

The data acquisition circuit is attached to the backside of one jaw, also the typical flex board cables as
needed for the MicroJoystick device [1] are visible. This setup is used as a demonstrator for investigating
the characteristics of the MicroJoystick cursor navigation sensor in tactile exploration. As mentioned before
the bulky geometry of the sensors actuator cap and the connection wires make this setup sensitive towards
mechanical damage. Also, the grippers contact area is reduced to the actuator caps front surface which is
not suitable for clamping objects.

In a second approach cursor navigation sensors with silicone actuator caps were integrated into a humanoid
robot hand [6].

Figure 5 shows the FSR sensor element integrated into the thumb tip of the humanoid robot hand. The
active sensor area is covered with a thin layer of silicone that was adapted to the shape of the underlying
silicone finger tip. This silicone cap naturally flows to a spherical shape which results in a proper actuator
for this sensor. An advantage of this design is that the finger surface area is not affected by the integration
of the sensor and the stable mechanical design of the finger tips can be maintained.

First experiments approve this integrated tactile sensor a high sensitivity in the desired range from approx-
imately 10 gram up to more than a Kilogram weight. Upcoming investigations will determine to what
resolution this sensor design permits reliable tactile exploration and grasp control.
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Figure 4: Four MicroJoystick devices mounted to a jaw gripper.

Figure 5: Integration of MicroNav 360 sensor device .



3 Basic sensor properties

This chapter will go into more details of the properties and characteristics of the MicroJoystick sensor.

3.1 Physical properties

The sensor is mounted on a piece of PCB which acts as a base plate for further mounting, and also gives a
pinout of the electric terminals from the four internal FSR sub-sensors. The dimensions of this base plate
is shown in figure 6(a) and figure 6(b), and the pinout of the electric terminals can be seen in figure 2 as 5
traces.
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Figure 6: MicroJoystick Sensor Dimensions [mm]. (a) Top View. (b) Side view

3.2 Step-response

Our first approach in analyzing the sensor was to get a step response by applying a normal force on the
sensor simply by slowly bringing the sensor in contact with a flat surface and keeping it steady.
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Figure 7: Step response. k=sampling. Sampling time is 10Hz. (a) Full Range. (b) Magnification of the
small force range.

The signal from each of the four sub-sensors was sampled with a frequency of 10Hz, and the measurements
from one of the sub-sensors is plotted in figure 7(a). The moment the sensor makes contact with the surface



the signal grows rapidly. Afterwards the signal actually keeps growing slowly even if the sensor is kept
in a constant position. Figure 7(b) gives a more detailed impression of the same measurements. The plot
show the signal over a period of about 20 seconds,. Further tests have shown that the signal actually keeps
growing for up to about 60 seconds.

3.3 Linearization

The purpose of linearization is to discover a function that can convert the measured sensor signal to a force
value, within a suitable error interval. The input to this function will be the measured signal from the sensor.
The physical property of the sensor that can be measured is the resistance of each FSR, which is converted
into a voltage s in the interval 0-5 V using a voltage divider.

One possibility would be to directly translate this voltage into a force value using an approximated function
f» of the form in equation 1.

force = fi(s) €))

This has the drawback that the resistence R of each sub-sensor is translated into a voltage in a non-linear
way using the voltage-divider relationship. This means that we lose the linear relationship between the
measured resistance and the force.

To take advantage of this expected linear property we could calculate the resistance from the voltage, and
try to find a function that translates this into a force. Even better is to use the conductance, since it has a
nice and close to linear relationship to the force. This gives a relation as shown in equation 2.

force = fc(%) 2)

Since the sensor is expected to have a linear relationship in the low force region, the function is expected
to have the form shown in equation 3. For higher forces a higher order function might be needed to get a
suitable approximation.
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Figure 8: Linearization Experiment. (a) Setup for the linearization experiment. (b) Magnitude of the applied
force during each sampling k.

To collect a number of measurements from the sensor with a known force applied, a digital scale was used to
measure the force. The experiment was carried out by mounting a sensor on one of the fingers of a parallel
gripper, so that the sensor was pointing downwards and could be moved up and down. The digital scale was



placed under the sensor, and by changing the position of the finger the sensor would apply a force on the
scale which could be measured. This setup is shown in figure 8(a).

The sensor was moved closer to the scale in small steps. In each position the total force was measured with
the digital scale, and the four reading from the four sub-sensors were recorded. This gave an increasing
force on the sensor in each step. After a force of about 14 N was reached, the inverse experiment was made
by slowly moving the sensor away and thereby decreasing the force in slow steps. This resulted in 156
measurements. The applied force measured with the scale is shown in figure 8(b).

The force was applied as a normal force, so we would expect equal readings from all four sub-sensors. The
mathematical distribution of the force is shown in figure 9. Since the sensor consists of four sub-sensors,
the force should be equally distributed over these so that each will measure a force of F; = %F, where
F; e {FN, Fg, Fg, Fw}

F,=F/4
F=F/4
-
F=F/4 F
R=F/4

Figure 9: Distribution of force on the sub-sensors when a normal force is applied

3.3.1 Experiment Data

Figure 10 shows the results from the North sub-sensors. The force on the x-axis is i of the total force
measured with the scale, since this should be the theoretical magnitude of force that is applied to one sub-
sensor. The red marks are the results from the first part of the experiment when the force was increasing, and
the blue marks are from the last part where the force was decreasing. During the last part of the experiment
the sensor seems to have higher readings than when the force is increasing. It was shown that the sensor
readings would keep increasing when a force was applied to the sensor over a period of time, and it seems
to be the same characteristic that is the reason for the different readings in figure 10. During the experiment
the sensor was subject to a high force, and this large force would make the sensor readings higher during
the last part of the experiment.
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Figure 10: Measured conductance from the north sub-sensor during linearization experiment. Blue: De-
creasing force. Red: Increasing force

Figure 10 shows that the relationship doesn’t follow a straight line over the measured range, but more a
second order relationship.

In the low-force range it would be possible to approximate the relationship with a first order function, which
might not give the same accuracy as a second order but would be preferred for the following reasons:



e Individual sensor calibration is easier and requires less data points.

e ESR sensors have low accuracy, so the loss of precision by using a Ist order relationship does not
make a significant difference.

Since the characteristic of FSR sensors differs very much from part to part, an easy way to calibrate in-
dividual sensors would probably give a better accuracy than an uncalibrated sensor with a higher order
approximation. And since forces as high as the experiment tested (up to 14 N) will not be needed in the
current application, it would be better to linearize the sensors in the low force range using a first order
relationship.
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Figure 11: Measured conductance from all sensors during linearization experiment with only increasing
force. (a) Conductance from each sub-sensors. Red=North, Blue=South, Green=East & Purple=West. (b)
Sum of the conductance from all sub-sensors.

The data points from the part of the experiment with increasing force from all four sub-sensors are shown
in figure 11(a). The graph representing the W sub-sensor, is growing clearly faster than the other 3 sub-
sensors, which is an unexpected behavior. The other 3 sub-sensors have a slight difference in measured
force, with the red graph (North), lying a little lower than the last two: blue (South) and green (East). Since
the force was applied as a normal force, equal readings from all 4 sub-sensors would have been expected.
The reason for the differences could be:

e Differences in the characteristics of each individual FSR sub-sensor

e The force was not exactly normal, but had a tangential component due to surface friction

The difference in the characteristics for each sub-sensor could be overcome by calibrating each sub-sensor
individually, by assuming equal distribution of force on each sub-sensor, and then approximating the force-
conductance relationship individually for each sensor.

But several other experiments of the same kind showed that it was not the same sub-sensor that gave the
highest reading each time. This shows that the differences was due to a tangential force acting on the sensor-
tip, and tilting the actuator slightly. Since an tangential force will tilt the actuator, it will apply a torque on
the sensor. This torque will give a force acting on the N and S sub-sensor with the same magnitude, but
in different directions. The same holds for the W and E sensor. This means the effect of the tangential
force could be minimized by using the sum of the 4 sub-sensor readings. This sum is plotted in figure 11(b)
against the total force.

Because of the intended application datapoints above 8 N will be disregarded in the following. The re-
maining datapoints are approximated to a straight line using least-squares approximation. This gives a



force-conductance relationship as shown in equation 4. The inverse which should be used to calculate the
force from a measured conductance is shown in equation 5.

C(f) = —3.9336-107°+1005-1076. f (4)
F(c) = 0.0391384 4+ 9949.88 - ¢ (5)
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Figure 12: Measured conductance from all sensors during linearization experiment with only increasing
force. Red=North, Blue=South, Green=East & Purple=West. (a) Result of linearization compared to the
measured results. (b) Magnification of the low force range shows the magnitude of the break force.

In figure 11(a) you also see the result of the break force required to get readings from the sensor. With very
low forces applied there is no reading from the sensor. This situation is more clearly shown in figure 12(b)
which is a magnification of the small force range of figure 11(a). This shows that the break force for each
sub-sensor is approximately 0.2/N, which means that a minimum force of 0.8 N ~ 80g is required if it is
applied as a normal force, and the force is equally distributed over the 4 sub-sensors.

3.4 Sensor Model

To better understand and interpret the signals from each sensor, we have created a theoretical and simplified
model of the sensor. It can be used to calculate the expected signal from the sensor when a known force is
applied and vice versa.

To simplify the model we have made the following assumptions:

1. Each sub-sensor measures a force in only one point
2. Each sub-sensor measures only the perpendicular component of the force in this point
3. The contact point is always assumed to be the point at the end of the tip

4. A tangential force will contribute to a torque around a fixed rotation point

To calculate how much a force vector applied at the end of the tip contributes to the internal force sensors,
we split the force-vector into the normal and tangential component. The normal component is shown in
figure 13(a). Since the contact point is assumed to be in the middle of the sensor-tip, the normal component
will be equally distributed over the four sub-sensors.
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The tangential component is a little more complicated. Since the sub-sensors only measure a normal force,
they do not directly detect the tangential component. But according to assumption three, this force will
contribute to a torque around a fixed point, which is assumed to be in the middle of the sensor. The distance
from the tip to this center of rotation is defined as [/, and depends on the geometry of the sensor. Since
the sub-sensors only measures the force in one single point, this torque will give a force in each sub-sensor
depending on the distance from the center of rotation to the location if the sub-sensor. This distance is
defined as /2. This is shown in figure 13(b).
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Figure 13: Distribution between the subsensors of a force applied to the sensor tip. (a) Force normal to the
sensor (b) Force tangential to the sensor (¢) Definition of the sensor frame

3.4.1 From force to sensor measurements

We assume the applied force vector is specified in the frame of the sensor which is defined with the origin
at the tip of the sensor, the z-axis pointing towards the base and the x-axis in the direction of the East
sub-sensor as shown in figure 13(c).

If the force vector is defined as (z, y, z)”, the normal component is simply the z-component. The contribu-
tion to each of the 4 sub-sensors from the normal component is shown in equation 6.

1

Nnormal = Snormal = €normal = Wnormal = 12 (6)

The Y-component results in a torque that is measured by the N and S sub-sensor, and the X-component
gives a torque measured by the E and W sub-sensors. For example is the torque due to the X-component
of the force is T' = [1 - x, and the magnitude of the force measured by the E sub-sensor due to this torque

Etangent = % T = 5—1 - x. I define the relation ship % as a which gives the results shown in vector form in
equation 7.
n -y
S Y
. . (7)
w tangent -z

The total force measured by each sub-sensor is shown in equation 8.
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3.4.2 From sensor measurements to force

The method to calculate the expected sensor output due to a known force is informal. Since the force vector
consists of 3 unknowns and the sensor measurements gives 4 known values the inverse calculation should
also be possible.

We define the 4 dimensional vector consisting of the measured sub-sensor forces as U, the applied 3D force
vector as f and the theoretical sub-sensor forces shown in equation 8, which depends on the applied force as
V(f). The goal is to find the vector f which minimizes the error between U and V as defined in equation 9.

E=|U-V(@) 9)

Differentiating £ with respect to x, cancels out all terms of y and z as shown in equation 10. The same
happens when differentiating with respect to ¢ and z. Solving these 3 equations for zero gives the force
vector that minimizes the error. This is shown in equation 11.

E

5o 2a(—e+w + 2ax) (10)
T e;aw
f=(y | = e (11)
z etn+s+w

3.5 Sub-conclusion

It was observed that the readings from the sensor keep growing if a constant force is applied. The same
behavior was seen when a decreasing force was applied after the sensor had been subject to a very high
force. This large settling time seems to be a characteristic of these types of sensors. If a force is applied in a
short period, for example for detecting a surface normal, this large settling time might have little effect. But
if the force is kept for a long period, for example when grasping and holding an object, it might be required
to compensate for this effect.

The sensor output was linearized for forces below 8N using the measurements obtained before the high
force was applied, and thus with minimum error from the settling effect. The result was a first order function.
A very simple model of the sensor able to calculate the expected sensor readings with a known force was
derived. The same model was used to derive the opposite calculation, where the applied force could be
calculated from the sensor readings. This model is very simple and based on many assumptions. It is
unclear how precise it will be in practice and it has not been verified yet. But it could act as a base for
further development of a more complex sensor model, which also take into consideration the location of the
contact point.

4 Object Property Detection Experiments

One of the planned applications of the sensors is to explore the shape of an object, or in the simple case to
detect the normal direction of a surface. A set of experiments was carried out to investigate whether these
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two sensors were able to measure the normal of a surface by a single touch, and how precise the direction
can be measured. Additionally two experiments were carried out to explore the ability of the MicroJoystick
sensor to detect the weight and elasticity of an object beeing grasped.

4.1 Definition of Surface direction

The direction of the surface in the experiments is defined relative to the orientation of the sensor itself. The
direction of a surface is normally defined as a 3D vector, normal to the surface. This is not very useful in
this case because the sensor might not be equally good at detecting how much the surface is tilted and in
what direction it is tilted.

For this reason we define the orientation of the surface with two angles, the tilt angle « and the roll angle 3.
Figure 14(b) shows the definition of the tilt angle. A tilt angle of & = 0 means the sensor is normal to the
surface, and a positive tilt angle means the sensor is tilted towards the N direction.

Figure 14(c) shows the direction of the roll angle. A roll angle of 3 = 0 gives a positive tilt in the N
direction, 3 = 7 gives a tilt in the W direction and so on.

Using the ranges of the « and 3 angles in equation 12 and 13 covers all possible orientations of a surface
relative to the sensor when the sensor is pointing in the direction of the surface.
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Figure 14: (a) Direction of the robot movement in the experiments. (b) The tilt angle used to define a
surface orientation. (¢) The roll angle used to define a surface orientation.

4.2 Definition of Sensor Measurements

The measurement from each sensor is a 4 dimensional force vector .S consisting of the force measurement
from each sub-sensor, shown in equation 14.
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Since the purpose of the sensor is to measure the orientation of a surface, we are interested in the difference
between the opposite forces in each axis. We call the 2 dimensional vector representing this difference D.
It is defined in equation 16.

Since the contact between the sensor and the surface was done by placing the sensor in a steady position,
the force applied by the robot arm to the sensor is unknown. The force can vary depending on how fast the
robot was able to stop the movement after a contact was detected, the magnitude of the threshold force used
to detect a contact and the velocity of the movement towards the surface.

To overcome this problem we assume that the relationship between the individual sub-sensor force mea-
surements is constant for a given surface orientation, even if the total applied force is varied. By scaling the
vector S into a unit vector, it is thus possible to compare the sensor reading independent of the magnitude
of the applied force. The vector consisting of the difference in each axis of the unit vector P is defined as
shown in equation 17. The vector P will be used to detect the surface normal.

4.3 Surface Normal Detection Experiments
4.3.1 Experimental setup

For this experiments one sensor was mounted on a robot finger. The surface used in the experiment was a
wooden plate with plastic lamination. This gave a smooth surface, and some friction with the rubber tip of
the sensor.

The orientation and position of the surface was known, and the sensor was moved in position above the
surface, and repeatedly moved in contact with the surface from different directions. The movement towards
the surface was made in a slow movement, following a straight line in 3D space in the direction parallel
to the sensor, and keeping constant orientation as seen in figure 14(a). The movement had a velocity of
approximately 1-2 mm per second. As soon as a force above a given threshold was detected from the
sensor, the movement was stopped, and the position held for one second. Then the sensor was moved away
from the surface again.

The following experiments were carried out:

1. Difference in applied force using the MicroJoystick sensor
2. Variations of tilt angle using the MicroJoystick sensor
3. Variations of roll and tilt angle using the MicroJoystick sensor

4. Variations of roll and tile angle using the MicroNav sensor
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4.3.2 Experiment 1: Difference in applied force using the MicroJoystick sensor

In section 4.2 it was assumed that by scaling the measurement vector S to unit length, the result was
independent of the total force applied. The first experiment was made to verify the correctness of this, and
to investigate how the measurements changed when the total applied force was varied.

This was done by creating contact with a surface from the same direction four times. The first time the
movement was stopped when a force of 0.2N was measured, the next time when 0.4 N was measured,
0.6 N and 0.8 N. This gave four different reading with the same surface orientation but different magnitude
of applied force. The experiment was repeated seven times with different tilt angles in the range from
0 < a < 7 and aroll angle of 3 = 0.

The values of S from each measurement are plotted as colored dots in figure 15(a). The measurements
connected with a line were made with the same tilt angle. It is clear to see that the force values in general
are higher in the fourt measurement in each group, than in the first.

The values of the unit vector S are plotted the same way in figure 15(b) where the y-axis now corresponds
to the force relative to the total force. The expected result would be that all values in the same group would
have the same value, since they were done with the same tilt angle.

The values are not exactly the same, but it is still an improvement compared to figure 15(a). The standard
deviation of all 28 groups of measurements were calculated to 0.018.

This is the expected standard deviation within the measurements when the magnitude of the total force is
varied. Since the total sum of all four sensor values in the S vector is 1.00, a standard deviation of 0.018
equals 1.8 % which is a small error compared to other factors.
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Figure 15: Results from experiment 1. £ is the number of the measurement. Measurements done with
the same tilt angle are connected with lines. Red=North, Blue=South, Green=East & Purple=West. (a)
Measurements shown as force values. (b) Measurements shown as the ratio of the total force.

4.3.3 Experiment 2: Variations of tilt angle using the MicroJoystick sensor

The next experiment was made to investigate whether the sensor is able to detect variations in the tilt angle.
The roll angle was kept constant at 3 = 0, and the sensor was moved into contact with a surface with the
five tilt angles shown in eq. 18. For each tilt angle the experiment was repeated 10 times. This resulted in

50 measurements.
1 2 3 4
a € {O, —Ew, —1—67T, —Eﬂ', —1671'} (18)

Since (3 is zero and « negative, the sensor was tilted in the direction of the S sub-sensor. See figure 14(b).
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Figure 16: Results from experiment 2. (a) Measurements shown as the ratio of the total force. k is
the number of the measurement. Measurements done with the same tilt angle are connected with lines.
Red=North, Blue=South, Green=East & Purple=West. (b) Mean values of P shown for the tested tilt an-
gles. Red=North/South axis, Blue=East/West axis.

The result is plotted in figure 16(a). The mean of the 10 contacts done with each angle is listed in table
1. The standard deviation from the mean in the 10 contacts are listed in table 2. The average value of the
standard deviations is 0.00886.

This standard deviation seems to be very small, which can also be seen by the almost horisontal lines in
figure 16(a).

Tilt | N E S w
— 47 | 0702 [ 0.139 [ 0 [0.158
— .= [ 0466 | 0.168 | 0.048 | 0.318
—=m | 0302 | 0.174 | 0.205 | 0.319
— = [ 0264 | 0.216 | 0.223 | 0.297
0 [0.204]0253] 0.26 | 0.283

Table 1: Results from the experiment with variations of the tilt angle. Each value is the mean value of the

10 measurements done.

Tilt N E S w
—%7‘( 0.0046 | 0.007 | 0.0004 | 0.0049
—357 | 0.0139 | 0.0039 | 0.0046 | 0.0084
—357 | 0.0176 | 0.0048 | 0.0108 | 0.0076
—17 | 0.008 | 0.0026 | 0.0048 | 0.0052

0 0.0126 | 0.0212 | 0.0111 | 0.0233

Table 2: The standard deviation in the measurements from the experiment with variations of the tilt angle.

To try to detect the tilt angle, we looked at the difference in each axis defined as the vector P in section 4.2.
This difference is listed in table 3(a), which was calculated by using the mean of the measurements from
table 1. The standard deviation of the measurements from the mean is listed in table 3(b). The unit is of the
same type as table 1 so the values can be directly compared. These values are plotted in figure 16(b). The
sensor was tilted in the S-direction, which can be seen by a growing magnitude of the N — S value. The
E — W would be expected to be constant zero.
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Table 3: Result from experiment with variations in tilt angle. (a) Mean values of P (b) Standard deviation
in the measurements of P
(@ (b)
Tilt N-S E-W Tilt | N-S | E-W
—4m | 0.702 | -0.02 & | 0.004 | 0.011
27 | 0417 | -0.15 27 | 0.018 | 0.008
—&m | 0.098 | -0.145 = | 0.028 | 0.009
7 | 0.04 [-0.081 757 | 0.012 | 0.006
0 -0.056 | -0.03 0 | 0.024 | 0.044

4.3.4 Experiment 3: Variations of both roll and tilt angle using the MicroJoystick sensor

The experiment in section 4.3.3 was done with a constant roll angle of 3 = 0. This experiment will try to
explore the behavior of the sensor when the roll angle is varied.

This was done by applying the tilt angles listed in eq. 19, with three different roll angles listed in eq. 20.
Five measurements were taken for each angle, to be able to calculate the mean and the variance.

0w e lo L, 2 3 4 5 6 7 8 (19)
" T3 T39™ T30 T3 T 3™ T30 T3 Tgp”

8 € {0, éﬂ', 2#} (20)
The tilt angles are divided into smaller intervals than in the last experiment. It was not possible to apply tilt
smaller than —%w when a roll angle of %ﬂ' or %77 was used. The reason for this is that the corner of the
robot finger would hit the surface, so a higher tilt angle would require a different geometric design of the
sensor setup.
The two components of the P vector with a roll angle of 5 = 0 are listed in table 4(a). Each of these values
is the mean of five measurements done with the same angle. The standard deviations of these measurements

are listed in table 4(b). These values are plotted in figure 17(a).

Table 4: Part of the result from experiment 3 with a roll angle of 5 = 0 (a) Mean values of P (b) Standard
deviation in the measurements of P
(@) ()

Tilt | N-S [ E-W Tilt | N-S [ E-W
> | 0.68 | -0.038 > | 0.006 | 0.013
+m | 0.547 | -0.042 —7 | 0.011 | 0.013
>m 0343 ]-0.149 | | 57 | 0.009 | 0.008
7 [ 0.113 | -0.15 ™ | 0.017 | 0.002
=7 | 007 |-0.153 2™ | 0.026 | 0.009
sm | 0.04 | -0.093 s | 0.014 | 0.006
&m 0029 |-0.077 | | &7 | 0.029 | 0.009
37 | 0.051 | -0.04 37 | 0.015 | 0.041
7 | 0.008 | -0.049 7 | 0.013 | 0.02

Looking at the plot, the result looks similar to the results found in the previous experiment. The only
difference between the two experiments was smaller step size in the tilt angle. With these smaller steps it is
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more clearly to see that the value of N — S start growing significantly when the sensor is tilted more than
0.4 rad (about 22°). For smaller tilt angles the behavior seems to be more random.

The same measurements, but with a roll angle of 8 = %W are listed in table 5(a), and the standard deviations
are listed in table 5(b). The values are plotted in figure 17(b). The expected result would be that the £ — W
value is growing in the negative direction as the tilt angle becomes higher (seen from right to left in the plot)
since the sensor is tilted slightly in the E-direction. Since the sensor is also tilted in the S-direction the value
of N — § should also be growing although less than in the last experiment. Looking at figure 17(b) it is
clear to see that this behavior is not quite as expected. The values are close to zero, changing sign randomly
and the variance of the measurements is large compared to the values themselves. It is important to notice
that the x-axis only goes down to —0.5 where as in figure 17(a) it goes down to —0.8, because the hand was
unable to tilt further in this setup.

Table 5: Part of the result from experiment 3 with a roll angle of § = %w (a) Mean values of P (b) Standard

deviation in the measurements of P
(a) (b)

Tilt | N-S | E-W Tilt | N-S [ E-W
—gm | 0 [-0067 | | —2m | 0.003 | 0.014
— =7 | -0.029 [ -0.073 | | —s5m [ 0.008 | 0.019
—=m | 0.005 [ -0.003 | | =% [ 0.013 | 0.007
—2m | 0014 | 0048 | | —27 [ 0.007 | 0.038
—5m | 007 [ 0024 | | —m [ 0.013 | 0.056
—m | 008 [-0.153 | | =7 [ 0.02 | 0.05

The means from the experiment with a roll angle of 3 = %TF are listed in table 6(a), and the standard
deviations listed in table 6(b). The result is plotted in figure 17(c). The expected result is a slightly growing
value of N — S and a growing value of £ — W in the negative direction, as the sensor is tilted. The result
does not show this behavior. Instead the values seem to be close to zero with a high variance.

Table 6: Part of the result from exeriment 3 with a roll angle of § = %71 (a) Mean values of P (b) Standard

deviation in the measurements of P
(@) (b)

Tilt | N-S | E-W Tilt | N-S [ E-W
—om | -0.007 | -0.05 | | =2 [ 0.009 | 0.013
37 | -0.02 [ -0.038 | | —5m | 0.002 | 0.023
—5m | -0.037 | 0.028 | | =5 [ 0.009 | 0.037
—=5m | -0.025 | -0.014 | | —57 [ 0.018 | 0.074
— a5 | -0.032 | -0.049 | | —5m [ 0.029 [ 0.074
—am | 0.031 | 0.002 | | —2m [ 0.052 [ 0.058

4.3.5 Experiment 4: Variations of both roll and tilt angle using the MicroNayv sensor

The surface normal experiment were carried out again using the MicroNav sensor. For these experiments
we used the same rubber tip that were originally mounted on the MicroJoystick sensor. This was glued to
the MicroNav sensor as seen in figure 18. This makes it possible to get into contact with a surface even if
it is not completely normal to the finger. To explore whether this new sensor design is able to measure the
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Figure 17: Results from experiment 3. Mean values of P shown for the tested tilt angles. Red=North/South

axis, Blue=East/West axis. (a) For a roll angle 5 = 0. (b) For a roll angle g = %77. (c) For a roll angle
8= %7[‘.

normal direction of a surface, we tested it with a series of contact angles. All possible pairs of the following
roll and tilt angles were tested:

2 3 4 5 6
a € {0, 32" 337 357 33T 3™ 327r} (21)
12 3

Each angle pair was tested six times to make it possible to measure both the mean value and the standard
deviation. The difference in the two axes for a roll angle of 5 = 0 is shown in table 7(a) and the standard
deviation of the measurements are shown in table 7(b). A roll angle of 3 = 0 means the sensor is tilted in
the direction of the north sub-sensor. The results are also shown in figure 19(a), where the values have been
substracted with the values from a tilt angle of o = 0. In practise this is done by calibrating the sensor by
touching a surface directly normal to the sensor, and using these readings as zero.

The rest of the measurements with different roll angles, and the standard deviation of the measurements are
listed in table 8(a)-10(b). These values are shown graphically in figure 19(b), 19(c) and 19(d). A roll angle
of = %ﬂ' means the sensor is tilted in the direction of the west sub-sensor.

These results shows that the measured values from the sensor depends on both the roll and the tilt angle.
A higher tilt angle gives a higher difference in the force readings for that respective axis which depends on
the roll angle. It seems to be growing linear up to a point about 0.4 rad (22°) where the values seems to be
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Figure 18: The MicroNav sensor with a mounted sensor tip.

become lower even when the tilt angle is higher. This shows that it should be possible to measure the roll
and til angle for tilt angles lower than about 22° using the MicroNav sensor.

Table 7: Results from surface experiment with the MicroNav sensor using a roll angle of 5 = 0. (a) Mean
values of P (b) Standard deviation in the measurements of P

(a) (b)

Tilt [ N-S | EEW | [Tilt | NS | EW
5 | 0.106 | -0.206 | | 35w | 0.009 | 0.0358
w7 | 02 [-0211 | | 7 | 0.042 | 0.0306
=m [ 035 | -0.196 | | =57 | 0.0291 | 0.0303
sm | 0439 [-0.229 | | s [ 0.0436 | 0.0266
7 | 0495 [-0219 | | 557 [ 0.03 | 0.0104
7 | 0478 | -0.235 | | 2w [ 0.0127 | 0.0063
wm | 0417 | 0254 | | S | 0.0125 | 0.0094

4.3.6 Discussion of Results

Experiment 2 shows that there is a good repeatability in the information received from the sensor when
applied to a surface. Each orientation of the surface was touched 10 times with the sensor, and the average
standard deviation of the measurements was only about 0.9% of the total force applied to the sensor. Exper-
iment 1 shows that the repeatability is acceptable, even when the magnitude of the total force was varied.
The average standard deviation in this case was found to be about 1.8% of the total force applied. In this
experiment the variance in the measurements was provoked to be greater by changing the force on purpose,
so this should be a worst case scenario.

Experiment 2 and 3 shows it should be possible to detect the tilt angle using the MicroJoystick sensor when
the sensor is tilted with more than about 22°. For lower angles the values from the sensor are small compared
to the deviation, so the measurements are very noisy. This noise could possibly be due to the friction force,
which acts on the sensor tip in the tangential direction of the normal. Since the sensor was unable to reach
the high tilt angles in experiment 3, it is unfortunately not possible to conclude how good the sensor is at
detecting the roll angle.

Experiment 4 shows the MicroNav sensor can be used to detect the roll and tilt angle of a surface if the tilt
angle is lower than about 22°.
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Table 8: Results from surface experiment with the MicroNav sensor using a roll angle of 3 = %ﬂ. (a) Mean
values of P (b) Standard deviation in the measurements of P
(a) (b

Tilt | N-S | E-W | [Tilt | N-S | E-W
5 [ 0.106 | -0.206 | | 5w | 0.009 | 0.0358
357 [ 0203 | 0216 | | 57 | 0.016 [ 0.0407
&m | 032 [-0335] | £ [ 0.0465 | 0.0319
som | 0418 | -0.338 | | sm [ 0.0242 | 0.0263
557 | 0422 [ -0.388 | | 55w | 0.0404 | 0.0169
> | 044 [-0405 | | 27 | 0.0338 | 0.047
—m 0354 ]-0388 | | S | 0.0128 | 0.0279

Table 9: Results from surface experiment with the MicroNav sensor using a roll angle of 3 = %71. (a) Mean
values of P (b) Standard deviation in the measurements of P
(a) (b)

Tilt | N-S | E-W | [Tilt | N-S | E-W
»m [ 0.106 | -0.206 | | 5w | 0.009 | 0.0358
3™ | 0.15 |-0.321 | | 557 [ 0.0533 | 0.0055
&m | 0246 | 0436 | | & | 0.0218 | 0.0237
som | 0.282 | -0.483 | | sm | 0.0351 | 0.046
57 | 0294 [ -0.458 | | 5w | 0.0223 | 0.0417
-7 | 0304 [ -0.492 | | 27 | 0.0687 | 0.0523
—m 0307 [ -0.507 | | 57 | 0.0257 | 0.074

Table 10: Result from surface experiment with the MicroNav sensor with a roll angle of § = %77. (a) Mean
values of P (b) Standard deviation in the measurements of P
(a) (b

Tilt | N-S | E-W | [Tilt | N-S | E-W
5 [ 0.106 | -0.206 | | 5w | 0.009 | 0.0358
25m | 0.082 | -0.29 | | 55w [ 0.0159 | 0.0664
&m | 0211 | -0407 | | & | 0.0211 | 0.0203
s [ 0211 [ -0.518 | | 25w | 0.0364 | 0.058
5T | 022 [-0577 | | &7 | 0.0324 | 0.0246
-7 | 0238 [-0.593 | | 27 | 0.0485 | 0.0558
> 0222 ]-0.582 | | 5w [ 0.0295 | 0.0603
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Figure 19: Results from surface normal experiment using the MicroNav sensor. Mean values of P shown
for the tested tilt angles. Red=North/South axis, Blue=East/West axis. (a) For a roll angle 5 = 0. (b) For a
roll angle 3 = %71'. (c¢) For aroll angle 5 = %7‘(‘. (d) For aroll angle 5 = %Tr.

4.4 Elasticity Experiment

The elasticity of an object or a surface is the ability to deform when a force is applied to a contact point,
for example during a grasp. The elasticity is a useful property to be known in grasping, since it makes it
possible to predict in what way the object will deform during a grasp. It is also a relavant object property.
A high elasticity makes an object for example useless to be used in a hammer like way. The ability of the
sensor to measure the elasticity of an object was explored using a two sensor setup mounted on a parallel
gripper. The gripper would close around a plastic cup with the two sensors as the only contact points. When
the cup was grasped in the top it would deform into an oval shape, since it is more flexible at this point (see
figure 20(a)). In the lower part of the cup the shape was stabilized by the bottom of the cup, and would
not easily deform (see figure 20(b)). The parallel gripper was closed slowly with a constant velocity and
stopped when a certain maximum force was reached. The diameter of the cup at the top was a little larger
than at the bottom. It is 59 mm at the top versus 57.5 mm at the bottom. The experiment was repeated five
times with different contact locations. The force measured by one of the sensors as the gripper was closing
can bee seen in figure 20(c). The light blue graph shows the result when the contact point was at the top of
the cup, and the red graph shows for the bottom of the cup. The rest of the graphs show the contact points
in between these two.

It can clearly be seen that the force is growing slowly when grasping at a soft location, and growing fast
when grasping at a hard location. The sensor is also able to detect the different diameter of the cup, de-
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12 Normal Force [N]
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Figure 20: Elasticity Experiment Setup (a) The cup grasped at the top. (b) The cup grasped at the bottom.
(¢) Results from the experiment. Light Blue = grasp located at the top, Red = grasp located at the bottom,
Other colors = grasp located in between

pending on the grasping point. When grasping at the top the sensor measures a contact after about 1 mm of
movement, and when grasping at the bottom it measures a contact after about 2 mm of movement because
of the smaller diameter.

4.5 Weight Experiment

The sensors are not expected to be able to measure the precise weight of an object, but we find it useful to
investigate whether they are able to give an indication of the weight of a grasped object to attach properties
such as ’fullness’ or ’emptyness’. For this experiment the same sensor setup was used, and the sensor read-
ings were recorded while objects with constant shape but different weights were grasped. The gravitational
force would exert a downwards force on the object, so the weight was expected to me measurable in the
force readings in vertical axis of the sensor. The plastic cup was grasped one time where it was empty (see
figure 21(a)) and several times filled with different amounts of metal objects (see figure 21(b)).

Difference in vertical force [N]

Weight [g]

() (®) (©)

Figure 21: Weight Experiment Setup (a) Empty Cup. (b) Full Cup. (¢) Results from the experiment.

The result can be seen in figure 21(c). The y-axis shows the average of the force difference measured in the
vertical direction of the two sensors. This value seems to depends linear on the weight of the object except
for weights higher than about 300 g, where it seems to approach a limit.
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S Multisensorial surface exploration

This experiment shows that the sensor can be used to verify whether a surface predicted by the vision system
actually exists. The visual prediction of surfaces is described in [5]. The scene chosen for verification
consists of the closed white box placed on a black surface (see figure 22(a)). The vision system predicts
three possible surfaces in the scene. A surface on the top of the box, a surface on the side of the box and a
surface between the edge of the box and the edge of the black surface (see figure 22(b)).

Each of these three detected surfaces consist of a group of visual mono primitives each describing among
other things the position of a point on the surface and the surface normal in that point. Using this information
from a visual mono it is possible to create a movement where the sensor is moved through a point on the
prodicted surface in a linear movement parallel to the surface normal. The verification of a surface is done
by choosing one of more mono primitives on the surface for verification.

Figure 22(c) shows a situation where a visual mono on the top of the box has been chosen. The robot moves
the gripper in position above the surface, and then does a straight line movement through the surface. When
a contact is detected by the sensor (see figure 22(d), the movement is stopped and a haptic mono primitive
is added at the point of contact. This haptic contact can now be used to measure the normal direction of the
surface and other surface properties in that single point.

The top surface of the box was verified three times, resulting in three haptic mono primitives which can be
seen in figure 22(e). Each haptic primitive is shown as a red square marking the position, and a green line
marking the surface normal.

The vision system also predicted a surface located between the edge of the box and the edge of the black
surface. To verify this surface a visual mono was chosen and the robot did the same straight line movement
though the predicted surface. Since no surface exist in the point the robot moves through the predicted
surface without detecting a contact and stops when a maximum distance has been reached (see figure 22(f)).
Since the visual mono primitives on the same surface are grouped together it is now possible to remove all
the monos from this wrongly predicted surface.

6 Conclusion

We have shown that it is possible to extract object information such as surface normal, weight and elasticity
using the MicroJoystick and MicroNav sensors from Interlink electronics. By this we have demonstrated the
usability of these sensors for tasks such as haptic exploration and grasping.
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Figure 22: Surface Verification Experiment. (a) Setup of the scene. (b) View of the 3 predicted surfaces.
(c) The robot moving in position to verify the surface on the box. (d) The sensor in contact with the surface
on the box. (e) The 3 detected haptic primitives shown as small red squares. (f) The robot moving through
the wrongly predicted surface without detecting a contact.
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1 Introduction

There exists a large amount of evidence that the human visual system in its first cortical stages
processes a number of aspects of visual data (see, e.g., [19, 39]). These aspects, in the following called
visual modalities, cover, e.g., local orientation [19, 20], colour [20], junction structures [46], stereo [3]
and optic flow [20]. At the first stage of visual processing (called ’early vision’ in [29]), these modalities
are computed locally for a certain retinal position. At a later stage (called ’early cognitive vision’ in
[29]), results of local processing become integrated with the spatial and temporal context. Computer
vision has dealt to a large extent with these single modalities and in many computer vision systems,
one or more of the above-mentioned aspects are processed in the first stages (see, e.g., [35, 45, 33]).
An important problem, the human visual system as well as any artificial visual system has to cope
with, is the high degree of ambiguity and noise in these low level modalities that is unresolvable by
local processes only. Reliable actions require a more stable representation of visual features. As a
consequence, a disambiguation process that makes use of contextual information is needed. In [32]
we have described two main regularities in visual data (that are also well recognised in the computer
vision community) that underlie such an disambiguation process: (i) Coherent motion of rigid bodies
and (ii) statistical interdependencies underlying most grouping processes. These two regularities allow
to make predictions between locally extracted visual events and thereby to verify the spatio-temporal
coherence of hypotheses.

The establishment of such a disambiguation process presupposes communication of temporal and
spatial information. An efficient condensation of the locally extracted information implies:

Property 1. The condensed information vector should allow for rich predictions between related (e.g.
the change of position and appearance of a local patch under a rigid body motion) visual events;

and

Property 2. The condensed information vector need to reduce the dimensionality of the local signal
to allow the process to work with limited bandwidth.

In [25] it is argued that the need for properties 1 and 2 naturally result in symbolic representations.
In this work, we present a novel kind of scene representation based on local symbolic descriptors
that we call visual primitives (see figure 1).! In these primitives different visual modalities become
combined in one local feature descriptor (section 2 and 3) that allows for the representation of visual
scenes in a condensed way (satisfying property 2).

Furthermore, the primitives allow for rich predictions (property 2) since we can formulate efficiently
statistical dependencies as operating in most perceptual grouping mechanisms as well as the change
of image structure under a coherent motion (see section 5). Hence, locally computed primitives work
as first guesses in a disambiguation process that is described in [41].

Our scene representation based on multi-modal primitives addresses a number of issues in an original
way:

Multi—-modality: Primitives cover the main visual modalities established in computer— and human
vision and, hence, carry a rich semantic interpretation that facilitates the disambiguation process.

Condensation: Although primitives reduce the dimensionality of the image data, the significant
aspects of image information are kept. For example, by using the primitives, we were able to achieve a
stereo matching performance similar to correlation based methods that use the full image information
(see [28]).

! A possible biological equivalent of the primitives are so called hyper—columns in the visual cortex (for a discussion,
see [30]).



Dynamic Positioning and Completeness: The primitives semantically describe the image infor-
mation in terms that are meaningful for image and scene understanding. This is achieved by dynamic
search for primitives position resulting in localised symbolic descriptors that preserve a complete rep-
resentation of structures. Namely, we have a description of contours, corners and surfaces and their
mutual relations. We will show that in the case of contours this semantic extends naturally to 3D
space (see 4.1).

Different Experts for different Structures: The interpretation of the local signal by the prim-
itives is not static but depends on the intrinsic signal structure leading to a system of different
experts for different signal structures such as edges, lines, homogeneous patches and corners (as also
established in the human system).

Primitives Initialise Disambiguation: The primitives are not understood as a final statement
about the local structure of a scene but a confidence associated to each primitive as well as its
parameters as well become modified in disambiguation processes formalising contextual information.
This paper is the first technical description of our visual primitives that have been applied already in
various contexts (see, e.g., [31, 28, 22]). The primitives make use of a rather complex body of signal
processing methods associated to the different visual modalities. Some of these aspects have been
published earlier (such as e.g., the monogenic signal [14], a continuous concept of intrinsic dimension
[27]) and are described briefly in this paper to make the presentation self-contained.

The system processes information over multiple stages (for an overview see figure 1) described in
the following sections. In section 2, we will describe the processing of the individual modalities by
linear and non-linear filtering processes. In section 3, we describe the condensation process generating
primitives. In section 4, stereo—pairs of primitives are used to reconstruct information about the scene
structure into 3D-primitives. In section 5, we briefly describe the application of our primitives in
an early cognitive architecture integrating perceptual grouping and motion as well as in the context
of vision based robotics. A more detailed description the application of the primitive representation
resulting in reliable and precise scene representations is given in [41].

2 Analysis of the local Signal Structure

In section 2.1 we will first describe how we distinguish different kinds of local image structures. The
processing of the modalities orientation, phase and optic flow is then described in section 2.2 and 2.3.
The results of the process described in this section are illustrated in a compact way in figure 1b).

2.1 Intrinsic Dimension

Different kinds of image structures coexist in natural images: homogeneous image patches, edges,
corners, textures. Furthermore, certain concepts are only meaningful for specific classes of image
structures. For example, the concept of orientation is well defined for edges or lines but not for
junctions, homogeneous image patches or for most textures.

As another example, the concept of position is different for a junction as compared to an edge or an
homogeneous image patch — see figure 2. a) in homogeneous areas of the image no particular location
can be defined, and therefore an equidistant sampling is appropriate. b) For a line or edge structure
the position can be defined using energy maxima. However, because of the aperture problem, this
energy maxima will span a one—dimensional manifold, and therefore the feature can be localised only
up to this manifold. This result in a fundamental ambiguity in the localisation of edge/line local
features. c) At the contrary, the locus of a junction can be unambiguously defined by the point of
line intersection (see figure 2c).

Similar considerations are required for other modalities such as colour, optic flow and stereo (see
below).



Early Vision
a)

Figure 1: Overview of the primitive extraction scheme. a) a stereo—pair of images obtained from a
pre—calibrated stereo rig. Therefrom, Early Vision processes are computed as shown in b): the left
image shows the optical flow extracted using the — see section 2.3. The hue of the pixels indicate
that the orientation of the optic flow at this pixel is towards the margin of similar hue, and the
intensity illustrate the magnitude of the flow vector); the bottom row of images shows the magnitude,
orientation and phase of the signal — see section 2.2— from left to right respectively; The upper
row shows the i0D, i1D and i2D confidences — see section 2.1 — from left to right respectively. In
all those graphs the intensity encodes the strength of the filter response (white for high, black for
low). In c) the information from the Early Vision module is combined in a sparse, condensed way
into the Early Cognitive Vision module — see section 3. The image shows the primitives extracted
from the images shown in a) d) these primitives are then matched across the two stereo-views and
the correspondences thereof allows to reconstruct 3D—primitives, that extend naturally the primitive
information to 3D space — see section 4.

a) b) [J]

Figure 2: the different localisation problems faced by the different classes of image structure: a)
homogeneous area; b) edge or line; and ¢) junction (see text).



Intrinsic Dimension
triangle

iOD origin variance ilD

Figure 3: Tllustration of the triangular topology of the intrinsic dimension — see [11]

Hence, before applying concepts such as orientation or position, we need to classify image patches
according to their junction—ness, edge—ness or homogeneous—ness. The intrinsic dimension (see, e.g.,
[51, 10]) has proved to be a suitable classifier in this context [11]. Ideal homogeneous image patches
have an intrinsic dimension of zero (i0D), ideal edges are intrinsically 1-dimensional (i1D) while
junctions and most textures have an intrinsic dimension of two (i2D). Going beyond common discrete
classification [51, 21], we utilise a continuous concept [11, 12, 27] that allows for a formulation of
reasonable confidences for the different image structure classes.

We classify image patches according to the dimension of the subspace that is occupied by the local
spectral energy. When looking at the spectral representation of a local image patch (see figure 3), we
see that the spectral energy of an intrinsically zero-dimensional signal is concentrated in the origin
(figure 3a), whereas the energy of an intrinsically one-dimensional signal spans a line (figure 3b) and
the energy of an intrinsically two-dimensional signal varies in more than one dimension (figure 3c).
It has been shown [27, 12] that the topological structure of the intrinsic dimensionality must be
understood as a triangle that is spanned by two measures: origin variance and line variance. The
origin variance describes the deviation of the energy from a concentration at the origin whereas the line
variance describes the deviation from a line structure (see figure 3). We define the intrinsic dimension
triangle such that each vertex corresponds to one ideal case of intrinsic dimension (homogeneous,
linear or corner), and that its surface represents image patches that contains mixed aspects from
these three ideal classes. It was shown in [11, 27, 12], that such a triangular interpretation allows for
a continuous formulation of intrinsic dimensionality, parametrised by 3 confidences that are assigned
to each of the mutually exclusive intrinsic dimension classes. For any image patch, the origin and line
variances yield a point in this intrinsic dimension triangle (see figure 3d) and the confidence for this
patch to belong to each of the three classes is computed using barycentric coordinates (see, e.g., [5]);
namely, the confidence in a local patch to be of one of the classes (i0D, i1D or i2D) is the area of the
sub—triangle defined by the origin and line variance of the patch, and by the ideal cases for the two
other classes of intrinsic dimension — see figure 3.

Thus we compute for each pixel position @ the three confidences c¢;qo(),ciq1(x),cig2(x) that take
values in [0,1] and add up to one — illustrated for different scales in the three bottom rows of
figure 5. For details of the computation we refer to [11, 27, 12], and to [22, 23] for some applications
of this concept.

The current version of our system focuses on intrinsically one dimensional signals and uses the trian-
gular representation defined above to discard non—edge/non-line structures. There is some ongoing
work on the integration of homogeneous (iD0) and corner structures (iD2) into this framework — see,
[23, 50].



antipodal points

(a) phase (b) direction/phase space (c) orientation/phase space

Figure 4: a) The phase describes different intensity transitions, e.g., ¢ = 7 encodes a dark line on
bright background, ¢ = —7/2 encodes a bright/dark edge, ¢ = 0 encodes a bright line on a dark
background and ¢ = /2 encodes a dark/bright edge. The phase embed these distinct cases into a
27m-periodic continuum shown in (a). [Acknowledgement: Michael Felsberg] b) The torus topology of
the orientation—phase space. The phase ¢ value is mapped on the cross section of the torus’ tube
whereas the orientation 6 is maps to the revolution angle the torus. ¢) When direction is constrained
to orientation (i.e. to the interval [0,7)) we get a half torus that is connected as indicated by the
connecting strings.

2.2 Orientation and Phase

The extraction of a primitive starts with a rotation invariant quadrature filter that performs a split
of identity of the signal [14]: it decomposes an intrinsically one-dimensional signal (as defined in the
previous section) into local amplitude (see figure 5 top row), orientation (see figure 5 second row),
and phase (symmetry, see figure 5 third row) information.?

The local amplitude is an indicator of the likelihood for the presence of an image structure. The
orientation encodes the geometric information of the local signal while the phase can be used to
differentiate between different image structures ignoring orientation differences. The phase for possible
grey level structures forms a continuum between [—7,7) and encodes the grey level transition of the
local image patch across the edge (as defined by the orientation) in a compact way (as one parameter
only), e.g., a pixel positioned on a bright line on a dark background has a phase of 0 whereas a pixel
positioned on a bright/dark edge has a phase of —7/2 — see figure 4a and, e.g., [16, 26, 14]).

Note that phase is 27-periodic and continuous such that a phase of —7 designate the same contrast
transition as a phase of 7.

Orientation # (taking values in the the interval [0,7)) and phase ¢ are topologically organised on a
half torus (see figure 4c), and if we extend the concept of orientation to that of a direction (therefore
taking values in [—m, ), see also [21]) then the topology of the direction/phase space becomes a
complete torus (see figure 4b). On a local level the direction is not decidable® therefore we will use
the half torus topology. This topology is crucial for the definition of suitable metrics for phase and
orientation. For example, a black/white step edge (¢ = m/2) with orientation 6 should have small
metrical distance to a white/black step edge (¢ = —m/2) of orientation m — 6 but large distance to
a black/white step edge of orientation m — 6. However, a white line on a black background with an
orientation 6 (¢ = 0) should be have only a small distance to a white line on a black background with
an orientation m—#@ but a large one to any black line on a white background. Therefore the extremities
of the half-torus are linked in a continuous manner as is shown in figure 4c. For a discussion of the
orientation/phase metric we refer to [28, 40].

Figure 5 shows the filter responses in terms of the local amplitude m(x), orientation f(x) and phase

2Note that amplitude, orientation and phase can be analogously computed by Gabor wavelets or steerable filters
and that our representation does not depend on the filter introduced in [14]. For a discussion of different approaches to
define harmonic filters as well as their advantages and problems we refer to [43].

3Even taking the context into account there exists always two global solutions [16].
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Figure 5: Illustration of the low—level processing for primitive extraction. Each column shows the filter
response for a different peak frequency: respectively 0.110 (left), 0.055 (middle) and 0.027 (right).
Each row show a response maps for, respectively from top to bottom, local amplitude,orientation,
phase, intrinsically Zero-Dimensional (i0D), Oné-Dimensional (i1D) and Two-Dimensional (i2D)
confidences. In all of those graphs white stands for high response and black for low ones.



©(x), alongside the resulting primitives, for three scales. The mathematical definition of the kernels
and the split of identity is decried in appendix A.

The application of such a spherical quadrature filter for the processing of our Primitives has two main
advantages:*

1) It allows us to utilise general advantages of the analytic signal (the aforementioned split of
identity, see [16]). Hence, phase is an immediate output of the spherical quadrature filter
processing and can directly be used as an attribute that describes the structural information of
an oriented image structure (see figure 4A).

2) Compared to the use of a Gabor wavelet transform (see, e.g., [6]) we do not need to sample
across different orientations but orientation is a direct output of the computation. Hence, we
only need to apply 3 filter operations compared to, e.g., 16 for Gabor wavelets (see, e.g., [33]).

We compute filter responses for three different scales (the three scales used in the present work are
described in appendix A).?

2.3 Optic Flow and Colour

Besides orientation, phase and the intrinsic dimensionality confidences, colout and the local optic flow
vector is also associated to the primitive description vector.

In [22], we compared the performance of different optic flow algorithms depending on the intrinsic
dimensionality, i.e., the effect of the aperture problem and the quality on low contrast structures. It
appeared that different optic flow algorithms might be optimal in different contexts. In our system
we primarily use the Nagel-Enkelmann algorithm [38] since it gives stable estimates of the normal
flow at i1D structures. We denote the optic flow computed at a position & by f(x).

Colour is not processed by (non—)linear filtering operations but sampled (i) on each side of a step
edge, or (ii) on each side of a line and on the line itself, depending if the phase describes a step edge
or line structure.

3 Condensation Scheme

Based on the pixel-wise processing described in section 2, we now want to extract a condensed
interpretation of a local image patch by selecting a sparse set of points to which visual modalities
become associated. An important aspect of the condensation scheme is that all main parameters can
be derived from one property of the basic filter operations called line—edge bifurcation distance. This
value expresses the minimal distance between two edges for them to be represented by two distinct
primitives. Below this distance, one single line primitive will be extracted. In 6(a) shows a narrow
triangle for which two edges get closer until the vertex. Vertical sections of the local local amplitude
(b) close to the vertex features only one maximum, whereas it splits into two distinct maxima further
on, where the triangle is broader.

Definition. The line—edge bifurcation distance diep for a given scale is the minimal distance between
two edges for them to produces two distinct mazrima.

Using the above definition we propose a condensation procedure in three steps:

4Note that there are also some problems involved with filters realising the monogenic signal we are suing. These are
discussed in [43]. First, it turned out that for the monogenic signal it is more difficult to construct filter which allow for
stable orientation and phase estimates at high frequencies (compared to, e.g., Gabor wavelets) Second, in the monogenic
filter approach there is only one orientation estimate and one phase (in connection to the one orientation) estimate.
However, for intrinsically two dimensional signals such as corners and most textures more parameters are needed to
represent the local structure (e.g., most textures are characterised by multiple orientations at different frequencies).
Third, estimates for, e.g., optic flow can profit from averaging processes over estimates over different orientations.
However, in the context of intrinsically one dimensional structures the monogenic signal allows for a good representation.

5Note that for step edges, we can expect high amplitudes over different frequency levels, while line structures might
become represented at a high frequency level as two step-edges and on a lower frequency level as a line (see section 3).
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(a) original image (b) local amplitude

(c) peak frequency 0.110 (d) peak frequency 0.055

(e) peak frequency 0.027

Figure 6: Definition of the elimination parameters d;.;, and di. See text for an explanation.

Sampling: The positions of features are computed with sub—pixel accuracy, according to the local
intrinsic structure (section 3.1).

Elimination: Positions that are too close to each other (and therefore would lead to redundant
descriptors) become deleted (section 3.2).

Local Interpretation: Semantic attributes become associated to the computed positions. (section
3.3).

Figure 6 (c), (d) and (e) shows the primitives extracted after condensation for the three scales used
in the present paper — for peak frequencies of 0.11, 0.055 and 0.027, respectively.

3.1 Sampling

In section 2.1 it was discussed that the concept of position is different for different type of image
structures as defined by the three classes of intrinsic dimensionality.

The coding of intrinsic dimension by three values c;op, ¢;1p, ciap allows us to select the most likely
structure for this patch, and thence to define an appropriate (according to its intrinsic dimension
interpretation) position candidate. However, if we do not want to make a decision about the type of
local image structure at such an early stage we can also code the three different candidates according to
their intrinsic dimension class (see figure 8b). These two approaches are implemented by two different
modes of the condensation algorithm with different advantages and disadvantages (see below).



(a) An edge primitive  (b) A line primitive

Figure 7: Ilustration of the symbolic representation of a primitive for a i1D interpretation, for a) a
bright-to-dark step-edge (phase ¢ # 0) and b) a bright line on dark background (phase ¢ # 5. 1)
represents the orientation of the primitive, 2) the phase, 3) the colour and 4) the optic flow.

ki 1()22)303)4@)
1: 4 AQ2)

Figure 8: a) Hexagonal Sampling. b) Three possible hypotheses for positions according to the three
different intrinsic dimensions. ¢) Because of the overlap in the hexagonal sampling the same position
can be found in areas with different index. For these redundant structures one sample needs to be
deleted. d) Since the local amplitude can still be high for pixels with a certain distance from high
contrast structure it might be that a position is found that is actually not on the edge structure.
These points represent redundant structures since they are already represented more accurately (in
terms of position) by other primitives. These hypotheses need also to be deleted.
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Figure 9: Top row: positions associated to the primitives assuming different intrinsic dimensionality
(from left to right, i0D, i1D and i2D). Middle row: Primitives in each of those cases (from left to
right, 10D, i1D and i2D). Bottom row, left: positions using the interpretation given by the intrinsic
dimension with the highest confidence; middle: primitives extracted at those locations; and right:
primitives at non-i0D locations.

10



Peak frequency Ip 0.1103 0.0551 0.0275

Wavelength Ip 9.06 18.12  36.25
Number of tabs ¢ 11 23 33
Line/edge bifurcation diep 3 6 7.5

Hex. grid spacing in | d, = 0.85dep | 2.55 5.1 6.37
Hex. grid spacing iny | dy = V3/2d, | 2.21 4.42 5.52
27? elimination param. | dj = 2.2d}ep 6.6 13.2 16.5
Condensation rate deo 85% 94% 97%

Table 1: Frequency—dependent parameters

To get candidates for our primitives, we first perform an hexagonal sampling (see figure 8a) of the
image into overlapping areas A*) with radius r,, with k, ! coding the hexagonal grid points. Hexag-
onal sampling has a number of advantages discussed for example in [47, 37].6 In the context of this
paper, the most important difference to a rectangular sampling is that in case of hexagonal tiles the
distance between the midpoints of neighbour tiles is uniform whereas in a rectangular grid diagonal
neighbours are are v/2 times further than horizontal or vertical neighbours. Since we want to ex-
tract symbolic descriptors for each tile, the hexagonal sampling allows for a more evenly distributed
symbolic description and also reflects more closely the isotropic structure of the original image filters.

The sampling distance depends on the line/edge bifurcation distance and thereby on the peak fre-
quency for the scale being used (note that it is also related to the spatial size, and the minimal number
of tabs ny, needed to represent the filter, for a detailed discussion see [43]). The parameters d, and
dy, = @dw determine the spatial distance in x and y between the centre A((;k’l) of the tile A® and
the centres of the neighbour tiles.” For a description of the mathematics of the hexagonal sampling
we refer to, e.g., [37].

The sampling distance d, is related to the line/edge bifurcation distance dje, that depends of the peak
frequency f, and the band-width B of the filter applied.

In appendix A we describe the derivation of the kernels of the monogenic signal which bandpass
characteristics are controlled by the two parameters s; and so. The peak frequency is computed by

1 S9

fo= o n() (1)

271'(82 — 81) S1
Since in our case we have s9 = 251 this becomes

1
N 21sy

fo In(2) (2)

with s1 set to 1, 2, and 4 covering the frequency domain in a reasonable way (see figure 19).

It turned out that a reasonable estimate for djp is

1
diehy = o 3
37, @
hence we set
d; = round(diep) + 1 (4)

being the smallest possible sampling distance within which structures based on the amplitude infor-

mation can be resolved. All frequency depended parameters are shown in table 1:

We search on disk around each A((;k’l) for candidate positions of primitives. The radius rg of this disk

is chosen such that each point of the image is covered by at least one of the disks. In a hexagonal

5For example Mersereau [36] showed that hexagonal sampling is optimal for certain band limited signals.
"Note that the odd rows have an onset of ds/2
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grid, the maximum distance to the border of a tile is %dw hence we set

ry = round(jgdx) +1 (5)

We then look for optimal structure dependent positions inside each tile, distinguishing between the
three intrinsic dimension classes:

i0D Homogeneous image patches: At homogeneous image patches the position can not be
defined by properties of the local signal since it is constant. Therefore, the position :1355(’)[) of a
Primitive representing an image patch A®*! is defined by the equidistant sampling (see figure
2a):

(kD) _ p(k,0

Ligo = APD
i1D Lines and edges: For a line or edge, the position :BZ(S’IZ) can be defined through energy maxima
that are organised as a one-dimensional manifold. Therefore, an equidistant sampling along
these energy maxima is appropriate (see figure 2b). For this, we look for the energy maximum

along a line orthogonal to the orientation at AE’“’” which is within the area A%,

k,l
wgd’l) = max m(x)
k1)
ng(

where g% is a local line going through A((;k’l) with orientation perpendicular to H(Agk’l)).

i2D Junction—like structures: For a junction the position :cgg) can be defined unambiguously
as the maximum of the i2D confidence in a local region (see figure 2c and [13]):
(k,0)

Tigo = g%%{cim (x)}.

Our system runs in two modes. In the first mode, hereafter named complete mode, all three hypotheses
are conserved (see figure 8b), however the position corresponding to the maximum of three confidences
CioD, Ci1D, Ciop 1is called the external position 2®D and it is used in the following process of reduction
of redundant descriptors to compete with candidates computed in other tiles of the hexagonal grid. In
the second mode, named contour mode, we only look at intrinsically one-dimensional signals, i.e., we do
the positioning according to figure 2b. The first mode allows for a complete representation of the signal
by also taking into account i0D and i2D structures. However, the symbolic representation as well as
the 3D reconstruction of i0D and i2D signals differ and are ongoing research topics (see, e.g. [23, 50]).
In the second mode, the symbolic representation of the primitives, their 3D reconstruction (see section
4) as well as important structural relations between primitives such as co-colority, symmetry and co-
planarity are defined (see section 5.1).

All positions are computed with sub-pixel accuracy using the formula :

To = if, oy 2o, M0 + 4, Yo + ) (o + 1)
Yo = Sq Z;U:siws Z;‘U:was m(xo + 4,90 + ])(yO + Z)
with m(z,y) being the local amplitude at pixel position (x,y) and

1
D iy 2je—w, M@0 + 15 Y0 + J)

(7)

5 =
where w;g is set to ws = djep In section 3.3 the modalities phase and orientation of the extracted
features are computed at the sub-pixel accuracy position by bi-linear interpolation.

Figure 9 shows the positions found for different intrinsic dimensions and also the external positions.
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Figure 10: Artificial sequence used to evaluate the accuracy of primitive extraction (see figure 11).

Figure 14 shows the primitives extracted from a simple indoor scene (a). The primitives are extracted
with a an origin variance > 0.3 and a line variance < 0.3 are shown for the three scales considered in
this work: namely for peak frequencies of 0.110 (b), 0.055 (c), and 0.027 (d). Different scales highlight
different structures in the scene.

In figure 10 an artificial sequence featuring a red circle on black background is shown. We evaluated
the accuracy of the primitive extraction on this scene, and the results are recorded in figure 11. The
top images compare the primitives extracted with (a) and without (b) the sub—pixel localisation of
the primitives. Note that the sub—pixel localisation requires a symbolic interpretation of the primitive
and that therefore we only considered i1D primitives. Effectively we only considered primitives with
an origin variance larger than 0.3 and a line variance lower than 0.3. The upper graphs in (a) and (b)
show the 2D primitives extracted and whereas the bottom ones show the 3D—primitives reconstructed
using stereopsis.

3.2 Elimination of redundant descriptors

Since the areas A are overlapping, the process described above can lead to identical positions
found in neighbouring areas (see figure 8c, @D = G0 L0 — zc(m)). And since the applied
filters are extended in space it can also lead to positions with close spacing describing essentially the
same structure (see figure 8d, (1) and x(®1),

In the second step described now, these redundant positions become eliminated. In this elimination
process we face the following difficulty: On the one side, we do not want to eliminate ’independent
structures’ that are close to each other. For example, in the triangle in figure 6 two edges converge.
At some point, these edges become interpreted as a line and the position should be on this line and
the phase should become 0 or +7. Until then, the triangle should be represented by two edges with
phase 7. Hence, the elimination process should not eliminate these ’independent’ edges although
they can be rather close to each other. The limit of separability is the line/edge bifurcation distance
djep defined above. On the other side, since our kernels have an extension (expressed in the number
of tabs n; used to approximate the spatial filter) that is larger than d;, there will still be a significant
amplitude at pixel distances larger than dje, (see figure 6).

As a consequence, eliminating candidates with distance smaller than dj;, would preserve all 'inde-
pendent’ edge structures but would also preserve a lot of redundant structures. However, eliminating
candidates with distance smaller than n; would eliminate all redundant but also the 'independent’
structures.

13
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Figure 12: Three stages of the elimination process and the final primitive representation.

We tackle this problem by a two stage elimination process described in section 3.2.1 and 3.2.2.

3.2.1 Elimination based on the line/edge bifurcation distance

First, all candidates ! become ordered according to the associated amplitude m(a:(k’l)). Starting
with candidates with the highest local amplitude we delete all other candidates z*"/') with a distance
d(z®D), * 1)y = ||z®D) — £* )| smaller than dy.,.® Since we order the candidates according to
the local amplitude, the candidate corresponding to a ’stronger’ structure suppress candidates with
weaker structure. Thereby all non—distinct edges (according to the line edge bifurcation distance)
become deleted but redundant edges are still being preserved. In figure 12 upper—left, we see that
many spurious candidates remain after the first elimination process that are caused by edges with
distance smaller then dj.

3.2.2 Elimination based on the kernel size

In the second step, again starting with the candidates with highest local amplitude, all remaining
candidates become tested according to a distance dj. dj expresses the distance to which a structure
can essentially effect pixels in the vicinity and is set to d =.

For a pair of intrinsically two dimensional structures it is sufficient to have distance smaller than d;.,
since they naturally represent maxima in the amplitude representation [13]. If an intrinsically one-
dimensional structure is involved there will be a slant in the local amplitude surface at the ’"dependent’
structure having its maximum at the edge/line structure decreasing with distance from the edge (see
figure 6). This slant can be checked for: For each pair of candidates found with distance smaller dj
a test is made whether it represents an 'independent’ structure. The criterion for independence we
are using is whether the structure is a maximum on the line orthogonal to the local orientation. For
each remaining candidate the amplitude is compared to the amplitude at pixels at a distance d., =?
at both sides of the edge indicated by the local orientation.? If that is the case the candidate with
lower local amplitude is discarded.

Thereby the remaining spurious candidates become eliminated. Figure 13 shows the primitives ex-
tracted for an artificial test image, for different scales. The figure in (a) shows vertically alternating
black/white step—edges, getting narrower to the right of the figure. The primitives extracted at the
three scales, for peak frequencies of 0.110, 0.055 and 0.027, are shown in (b), (¢) and (d), respectively.
The different effect of the double elimination process at different scales can be seen in this figure. For

8Note that for the quality of the process it is important that all positions are computed with sub-pixel accuracy
already at this stage.

9Note that the criterion ’local maxima’ that is applicable for i2D structures can not be applied since edge like
structures form a ridge in the local amplitude surface (see figure 6).
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(c) peak frequency 0.055 (d) peak frequency 0.027

Figure 13: Dense sampling.
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example if all of the narrower step edges to the right of the figure are distinctly extracted in (b), only
one of the two is extracted in (c), whereas in (d) the same edges become intrinsically two—dimensional
and are not extracted anymore.

3.3 Association of Visual Attributes and Confidences

Based on the found positions @* we can associate visual attributes. The attributes orientation @, phase
¢, and optic flow f are computed pixel-wise using filter processes of spatial extend dj'". Therefore,
we associate the orientation, phase, as well as the optic flow according to the found positions x.
Since, positions are computed with sub—pixel accuracy we can also interpolate the orientation, phase
and optic flow value by bi-linear interpolation [. Let Zp and gy be the positions computed with
sub-pixel accuracy (see section 3.1). Let §, and d, be the distance to the discrete lower pixels x;
and y; (and z, = 29 + 1 and yp = yo + 1, then the bi-linear interpolation computation leads to the
formula: ~ . A
0(x) = Oz, y)(1—02)(1 = 0dy) + 0(xi, yn)(1 = bz) x 0
0(xh, y1)0z(1 — by) + O(n, yn)0ady

Note that for the interpolation of orientation and phase the specific topology of the orientation phase
space needs too be taken into account. Hence 0 is transformed such that the distance between all
pairs of the set é(ml,yl),é(wl,yh),é(xh,yl),é(xh,yh) is smaller than 7 and é(i) is in [0, 7). Phase is
computed analogously.'!
For the test picture shown in figure 10 we get a localisation error in the area of 0.1 pixel (i.e.,
improvement of a factor 10). Bi-linear interpolation of orientation and phase based on the the sub-
pixel accuracy positioning leads also to improvements of a factor 2 and 6 respectively (on the highest
frequency level). The effect on reconstruction is also demonstrated in figure 11.
Also colour information is available for each pixel position. However, especially for i0D and i1D
signals the representation of colour is highly redundant. For a step-edge like structure it is natural to
distinguish between the colour on the left and right side of the edge (¢;, ¢,) while for a line structure
also the colour of a middle strip ¢, should be coded (see figure 6¢c—e and 7).
As discussed in section 2.2 by the phase we can distinguish these two cases. For an homogeneous
image patch (i0D), colour pixels can even be subsumed into one colour attribute.
Finally, we have a parametric description of a local area that we call a primitive. For a step edge we
get

mi = (@3, 0(x:), p(2:), (ci(@4), e (@), f ()

while for a line we get

i = (x4, 0(x;), p(x4), (cr(®;), em(xi), cr(x4)), F20)) -

The parameters of the primitives have a clear semantic and are a condensed representation of the
local image patch. Condensation can be computed by the ratio of the number of bit needed to store
a local image patch a primitive stands for. For the highest frequency, such a primitive represents
a local image patch of a radius of appr. 3 pixels (i.e., 7 - 32 -3 ~ 85 values). The primitive has a
dimension of 10 for an edge like structure and 13 for a line-like structure(not counting the optic flow
which indicates temporal information). That means that a primitive for the highest frequency level
only requires maximal the % = 0.15 amount of bytes compared to the original image information
leading to a condensation rate d., ~ 85%. Analogously, we get a condensation rate of ~ 94% and
~ 97.% for the other two frequency levels. Note that after computing the 3D primitives (see section
4) the condensation rate increases again significantly.

10Phase and orientation are output of the spherical quadrature filters while the area the optic flow estimation is based

on can be determined in different flow algorithms in different ways.
11

»(Z) = to be made
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(a) original image (b) peak frequency 0.110

(c) peak frequency 0.055 (d) peak frequency 0.027

Figure 14: 2D-primitives extracted for different peak frequencies
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Table 1 shows all parameters included in the primitive extraction. Note that these parameters are
either naturally derived from the line edge bifurcation distance (dj.p) or are non-critical (ws) or are
based on decisions involving a trade off between computational complexity and precision (dy).

4 Computation of 3D-Primitives

So far we have described multi-modal image descriptors that code 2D information. However, these
descriptors describe visual events occurring at a certain 3D position in space. This depth information
is of essential use for higher level processes because of two reasons. First, human and robots act in a
3D world where depth information gives valuable indication where actions such as moving or grasping
are possible. Second, since many structural dependencies of visual events (e.g., rigid body motion)
are working on 3D structures the association of 3D information is essential for the formalisation of
the disambiguation processes (see [41]).

In the following, we describe an extension of the image primitives to spatial primitives. In these
spatial primitives, the semantic information coded in the image primitives is transferred into the 3D
domain. Therefore we need to come to good interpretations of image information as 3D events.
Assuming the correspondences between primitives in two images are known (for how this is done,
see [41]) we are able to extract spatial primitives as described in section 4.1 (see also figure 16).

4.1 Constructing Spatial multi-modal Primitives

Given a pair of corresponding points between the left and right image, a meaningful 3D interpre-
tation of this stereo—pair is a 3D point. Contours, however, hold a 2D orientation, and therefore
3D—primitives need to encode the reconstructed 3D orientation ® beside the 3D position X; this
orientation is computed as the intersection of two planes in space, each defined by the optical centre
of one camera and the line in the image plane described by the image primitive’s position and ori-
entation — see figure 15. The intersection of these two planes in space is a 3D line that provides us
with the orientation of the 3D primitive. In [48] it was shown that using line correspondences for the
reconstruction of 3D orientation was generally more accurate than points correspondences.

Phase and colour are reconstructed in space as the mean value between the two corresponding image
primitives.

L R

Tty
°=f -7 ®)
€=y ®)

Moreover these two modalities encode surface information (respectively contrast and colour transition
across an edge) thus we need to define a 3D surface patch onto which they apply. Unfortunately it
is not possible to reconstruct the exact surface from local information: for a pure ilD signal the
surface on one side does not allows to find the additional correspondence that would be required for
the reconstruction of a 3D surface. Moreover, in case of a depth discontinuity the colour information
might come from a 3D position that is completely independent from the 3D orientation information
(i.e. the background).

We propose to define as a priori 3D surface the plane that is most stable under small viewpoint
variation (see figure 15). This surface is computed using the 3D orientation of the primitive and an
additional vector I' that is defined as follows:

I'=0 x Vpo (10)
such that the surface is normal to Vs, and V), is defined as follows

Voo = 5 (CLX + CrX) (1)
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Figure 15: Tllustration of the reconstruction of the 3D orientation.
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where C', X and CrX are the two optical rays joining the location of the primitive X with the optical
centre of the left (Cr) and right (Cr) cameras. The vector I' also identifies each side of the 3D line,
which is critical for modalities like colour and phase that describe the modality transition across the
contour.

We end up with a set of spatial primitive II(»7) each having the parametric description

1t = (X,0,9,(C;,Cpn, C,)) (12)

The j-index represents the alternative 3D entities generated from different correspondences in the
right image to the ¢-th primitive in the left image. Since a final decision can usually not be made
with high reliability solely based on local information, multiple hypotheses are kept at this stage. In
the following section we will describe different approaches to overcome this ambiguity.

In figure 11 (a) and (b), bottom, the 3D primitives reconstructed with (a) and without (b) sub—pixel
localisation are shown from front and side view. The side view offer a better vision of the quality of
the depth estimation from stereopsis.'? It is visible in these images that the sub-pixel localisation of
the primitives described in section 3.1 allows for a notably better 3D-reconstruction.

In figure 16 the 3D—primitives reconstructed in an indoor scene are shown. Figures (a) and (b) show
the stereo pair of images used, (c) (resp (d)) shows the 2D—primitives extracted with (resp. without)
sub-pixel accuracy, and the subsequently reconstructed 3D-primitives are shown in (e) (resp. (f)).

5 Applications

The primitive representation introduced in this paper has been applied in various contexts (briefly
described in subsection 5.2 to 5.5) and has been part of three different European projects [8, 1, 18] in
the area of Cognitive Vision and visual based robotics. The primitives described so far are condensed
localised descriptors with clear semantics, and by this, symbolic descriptors of a local image patch.
Since they are processed locally they are necessarily as ambiguous as the locally computed modalities
that are represented by them. However, the data format the primitives provide allows for the definition
of a set semantic relations upon them (see figure 17a). Since the primitives are a symbolic description
of the local image patch, the relations and operation defined on the primitives provide the context in
which information is processed.

The relations are used at a stage of processing after the condensation step (called early cognitive
vision in [29]). More specifically, by the relations

e predictions between visual events become formulated (such as the change of a local image patch
under motion or the likelihood of being part of the same collinear group) and by that the locally
ambiguous information becomes, disambiguated (see section 5.2),

e the sets of primitives can become connected to higher visual entities such as 3D surfaces (section
5.3) and objects (section 5.4),

e low—order combinations of primitives become associated to robot actions such as grasping (sec-
tion 5.5).

5.1 Relations and Operations defined on Primitives

Here we briefly describe the definition of four second order relations on primitives: Collinearity, rigid
body motion, co-planarity and Co-colority (see also figure 17a).

Collinearity: In [41] a measure for the likelihood of two 2D primitives being part of the same collinear
group Coll(m;, ;) is defined (see figure 17a,i). This allows for the definition of a stereo constraint
(see, e.g., [4, 44] that makes use of local image information as well as the semi—global context (see
[41]). The collinearity constraint can naturally be extended to 3D primitives (Coll(I1;,I1;)).

2Note that the accuracy of the depth estimates decreases for horizontal structure. This is due to the ambiguity in
reconstructing lines parallel to the epipolar line.

21



(a) left image (b) right image

> Wt 24 e

(e) with sub—pixel localisation (f) no sub—pixel localisation

Figure 16: Reconstruction of 3D—primitives in a real scenario. The two stereo images are shown in
(a) and (b) (c) (resp. (d)): 2D-primitives extracted with (resp. without) sub—pixel localisation; and
(e) (resp. (f)): spatial primitives reconstructed with (resp. without) sub—pixel localisation.
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Figure 17: a) Relations defined on the multi-modal primitives. b) Grasping options generated by
second order relations of primitives. c¢) Extraction of object representations. d) Depth predictions
based on co—planarity relations.

Rigid body motion: The change of the parameters position and orientation under a rigid body
motion (RBM(II)) can be computed analytically (see, e.g., [9]) while the parameters phase and colour
can be approximated to be constant under a motion (see figure 17a,iv).

Co—planarity: The relations co-planarity Cop(1l;,11;) between two 3D primitives (see figure 17a,ii)
indicates the likelihood of the primitives to be part of the same surface (see section 5.3) and by this
can be related to a grasping option (see section 5.5).

Co-colority: The relation co—colority (see figure 17a,iii) expresses the similarity of the colours at
the side of two edges that are pointing towards each other.

5.2 Disambiguation using Motion and perceptual Grouping

In [42] it has been shown that such a representation allowed for computing the ego—motion of the
camera rig with an accuracy sufficient for tracking individual primitives over time. It was discussed
in [49] that the knowledge of this motion allows to predict the transformation between representations
of the same scene at different instants, thereby correct the scene representation over time. The 3D—
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hypotheses that are confirmed over time by the estimated motion gain a stronger confidence whereas
hypotheses that are contradicted can be discarded as outliers.

5.3 Depth prediction at homogeneous image Areas

The primitives introduced in here represent i1D structures. It is known that it becomes increasingly
difficult to find correspondences between local patches the more they are lacking structure (i.e.,
tending toward the i0D corner of the iD triangle (see figure 3). On the other hand, it is known
that the lack of structure also indicates the lack of a depth discontinuity [17, 23]. However it was
statistically shown in [24] that coplanarity allows to predict depth at homogeneous image surfaces
(see figure 17d).

5.4 Object Learning and Recognition

The primitives are rich and condensed descriptors of scene information. Hence they are suitable for
memorising objects in an efficient way, In particular the relations RBM (II) can be used to (1) get
a disambiguated and hence reliable representation of objects (see section 5.2) and (2) to segment
an object from the background (see figure 17b. This second property is in particular relevant in the
context of the European project PACO+ [1] in which the early cognitive vision system introduced here
will be linked with an AI planning system that requires objects as discrete entities (see [15]). Hence,
a cognitive robot vision system should be able to find out about the ’objectness’ of a set of visual
features as well as the shape of the object by itself. This is achieved by combining the object learning
introduced described here with the grasping approach described in section 5.5. Once representations
of objects are extracted that way they can be used for pose estimation and object recognition [7].

5.5 Generating Grasping Hypotheses

Also, in the European project [1] our primitive representation is used to define grasping options in
a scene (see figure 17c) and [2]). Essentially, co-planar primitives (supported by the relations co—
linearity and co-colority) define planes that are good candidates for an initial grasping hypothesis. In
figure 17¢,i) the definition of grasping hypotheses from co-planar primitives is shown. Figure 17c,i)
shows generated grasps at scenario created by the grasping simulation software Grasplt used for the
evaluation of our approach (for details, see [2]). Once evaluated as successful by haptic information,
gives the physical control over objects required for the object learning sketched in section 5.4.

6 Summary and Discussion

At the current state of development our system treats different scales independently. Since we are
dealing with edge like structures which tend to show stable properties over different scales that is
appropriate. However, it would be advantageous to find the appropriate scale to reduce memory and
computational requirements. A treatment of our approach in a scale-space approach where the scale
itself expressed by a feature (see, e.g., [34]) is currently being considered.

Furthermore, we intend introduce symbolic descriptors for different image structures. For homoge-
neous image patches this has been already discussed in section 5.3. In [50] we have discussed an
extenofn opf our approach to junction—like structures. We note that this requires not only a junc-
tion detection and interpretation algorithm but also the definition of appropriate relations between
different junctions as well as between edges and junctions. We are also doing first steps towards the
representation of texture which in particular requires a representation of different scales.
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Split of Identity

Quadrature filters based on the monogenic signal [14] are rotation invariant, i.e., they commute with
the rotation operator. Hence, for an appropriate choice of polar coordinates, two coordinates do
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not change under rotations (amplitude and phase), whereas the third coordinate directly reflects the
rotation angle. This kind of quadrature filter, which is called spherical quadrature filter [10], is formed
by triplet of filters: a radial bandpass filter and its two Riesz transforms [21]. As in [10] we construct
the bandpass filter from difference of Poisson (DOP) filters, in order to get analytic formulations
of all filter components in the spatial domain and in the frequency domain. The DOP filter is an
even filter (w.r.t. point reflections in the origin) and its impulse response (convolution kernel) and
frequency response (Fourier transform of the kernel) are respectively given by:

S1 59
he(z) = B (13)
on(|lzf2 +s2)2  2n(|zf2 + s2)2
He(u) = exp(—2m|uls)) — exp(—2m|ulsy) . (14)

For convenience, we combine the two Riesz transforms of the DOP filter in a complex, odd filter,
yielding the impulse response and the frequency response:

ho(®) = 1+ 12 - T+ 122 ; (15)
2r(|z]2 + s2)2  2m(|x|? + s3)2
Uy — 1U

Ho(w) = = (exp(=2nluls:) - exp(=2nluls2)) (16)

respectively. The impulse responses of the filters for (s1, s2) = (1, 2), (2,4), (4, 8) are shown in figure 18.
The split of identity (i.e., the separation of the signal into local amplitude, orientation and phase)
is obtained by switching to appropriate polar coordinates. In particular, we transform the filter
responses according to

m(x) = VIe(x)? +[Lo(@) (17)
O(x) = arglo(x) (mod ) (18)
plx) = sign(S{lo(z)}) arg(Le(x) +illo()]) (19)

which gives the desired amplitude, orientation, and phase information.

Figure 19 shows a radial cut through the DOP bandpass filters for a certain range of scales and their
superposition, demonstrating a homogeneous covering of the frequency domain. For infinitely many
bandpass filters, the superposition is one everywhere, except at the origin. In our system, we apply
filters on three frequency levels (see figure 18). The applied bandpasses are indicated by the darker
colour in figure 19.
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Figure 19: DOP bandpass filters and their superposition approaching the identity (x—axis representing
the frequency). The superposition and the filters applied in this paper are indicated by the darker
lines.
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Abstract. We introduce one module in a cognitive system that learns the shape
of objects by active exploration. More specifically, we propose a feature tracking
scheme that makes use of the knowledge of a robotic arm motion to: 1) segment
the object currently grasped by the robotic arm from the rest of the visible scene,
and 2) learn a representation of the 3D shape without any prior knowledge of
the object. The 3D representation is generated by stereo—reconstruction of local
multi-modal edge features. The segmentation between features belonging to the
object those describing the rest of the scene is achieved using Bayesian inference.
We then show the shape model extracted by this system from various objects.

1 Introduction

A cognitive robot system should to be able to extract representations about its
environment by exploration to enrich its internal representations and by this its
cognitive abilities (see, e.g., [4]). The knowledge about the existence of objects
and their shapes is of particular importance in this context. Having a model of
an object that includes 3D information allows for the recognition and finding of
poses of objects (see, e.g., [9]) as well as grasp planning (e.g. [1], [10]). However,
extracting such representations of objects has shown to be very difficult. Hence
many systems are based on CAD models or other manually achieved information.
In this paper, we introduce a module that extracts multi-modal representations
of objects by making use of the interaction of a grasping system with an early
cognitive vision system (see Fig. 1 and [7]). After gaining physical control over an
object (for example by making use of the object-knowledge independent grasping
strategy in [2]) it is possible to formulate predictions about the change of rich
feature description under the object motion induced by the robot.



If the motions of the objects within the scene are known, then the relation between
features in two subsequent frames becomes deterministic (excluding the usual
problems of occlusion, sampling, etc.). This means that a structure (e.g. in our
case a contour) that is present in one frame is guaranteed to be in the previous and
next frames (provided it does not become occluded or goes out of the field of view
of the camera), subject a transformation that is fully determined by the motion:
generally a change of position and orientation. If we assume that the motions are
reasonably small compared to the frame-rate, then a contour will not appear or
disappear unpredictably, but will have a life-span in the representation, between
the moment it entered the field of view and the moment it leaves it (partial or
complete occlusion may occur during some of the time—steps).
These prediction are relevant in different contexts
— Establishment of objectness: The objectness of a set of features is char-
acterised by the fact that they all move according to the robot motion. This
property is discussed in the context of a grounded Al planning system in [5].
— Segmentation: The system segments the object by its predicted motion from
the other parts of the scene.
— Disambiguation: Ambiguous features can be characterised (and eliminated)
by not moving according to the predictions.
— Learning of object model: A full 3D model of the object can be extracted
by merging different views created by the motion of the end effector.
In this work, we represent objects as sets of multi-modal visual descriptors called
‘primitives’ covering visual information in terms of geometric 3D information
(position and orientation) as well as appearance information (colour and phase).
This representation is briefly described in section 2. The predictions based on
rigid motion are described in section 3. The predictions are then used to track
primitives over frames and to accumulate likelihoods for the existence of features
(section 4). This is formulated in a Bayesian framework in section 4.3. In section
5, we finally show results of object acquisition for different objects and scenes.

2 Introducing visual primitives

The primitives we will be using in this work are local, multi-modal edge descrip-
tors that were introduced in [8] (see figure 1). In contrast to the above mentioned
features these primitives focus on giving a semantically and geometrically mean-
ingful description of the local image patch. The importance of such a semantic
grounding of features for a general purpose vision front—end, and the relevance
of edge-like structures for this purposes were discussed in [3].

The primitives are extracted sparsely at locations in the image that are the most
likely to contain edges. The sparseness is assured using a classical winner take all
operation, insuring that the generative patches of the primitives do not overlap.
Each of the primitive encodes the image information contained by a local image
patch. Multi-modal information is gathered from this image patch, including the
position x of the centre of the patch, the orientation 6 of the edge, the phase w of
the signal at this point, the colour ¢ sampled over the image patch on both sides
of the edge, the local optical flow f and the size of the patch p. Consequently a
local image patch is described by the following multi-modal vector:

m = (x,0,w,c,f,p), (D
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Fig. 1. Overview of the system. (a)-(b) images of the scene as viewed by the left and right camera
at the first frame. (d) symbolic representation of a primitive: wherein 1) shows the orientation,
2) the phase, 3) the colour and 4) the optic flow of the primitive. (e¢) 2D—primitives of a detail
of the object. (c) reconstruction of a 3D—primitive from a stereo—pair of 2D—primitives. (f) 3D-
primitives reconstructed from the scene.

that we will name 2D primitive in the following. The primitive extraction process
is illustrated in Fig. 1.
Note that these primitives are of lower dimensionality than, e.g., SIFT (10 vs.
128) and therefore suffer of a lesser distinctiveness. Nonetheless, as shown in
[11], they are distinctive enough for a reliable stereo matching if the epipolar
geometry of the cameras is known. Furthermore, their semantic in terms of ge-
ometric and appearance based information allow for a good description of the
scene content.
In a stereo scenario 3D primitives can be computed from correspondences of 2D
primitives (see Fig.1)

I=(Xx,0,2,C)", )

where X is the position in space, @ is the 3D orientation, {2 is the phase of the
contour and C is the colour on both sides of the contour. We have a projection
relation

P II - 3)
linking 3D—primitives and 2D—primitives.

We call scene representation S the set of all 3D—primitives reconstructed from a
stereo—pair of images.




3 Making predictions from the Robot Motion

If we consider a 3D-primitive IT} € S; part of the scene representation at an
instant ¢, and assuming that we know the motion of the objects between two
instants ¢ and ¢t + At, we can predict the position of the primitive in the new
coordinate system of the camera at t + At.

Concretely, we predict the scene representation S+ A+ by moving the anterior
scene representation (S+) according to the estimated motion between instants ¢
and ¢ + At. The mapping M.+ A+ associating the any entity in space in the
coordinate system of the stereo set—up at time ¢ to the same entity in the new
coordinate at time ¢ + At is explicitly defined for 3D—primitives:

L trA
H? "= My ae(IT}) 4

Assuming a scene representation S is correct, and that the motion between two
instants ¢ and ¢ + At is known, then the moved representation S t+A¢ according
to the motion M.+ A+ is a predictor for the scene representation S¢4 A+ that
can be extracted by stereopsis at time t + At.

——— H
I, \ A
A predicted
motion
HIAJ | S—. -
j g A'
t 1+t :

Fig. 2. Example of the accumulation of a primitive (see text).

Note that the predicted representation stems from the primitives extracted from
the cameras at time ¢ whereas the real scene representation is issued from primi-
tives extracted at time ¢ + At.
By extension, this relation also applies to the image representations reprojected
onto each of the stereo image planes Z%, F' € {left,right}, defined by a projec-
tion P¥:

A = P My ac(ITE)) 5)
This prediction/verification process is illustrated in Fig. 2. The left column shows

the image at time ¢ whereas the right column shows the image at time ¢ + At.
The top row shows the complete image of the object and the bottom row shows



details of the object specified by the black rectangle. If we consider the object
A with (solid rectangle in the top—left and top-right images) that between time ¢
and t + At according to a motion My .+ A+ Two hypotheses on the 3D shape of
the object lead to two distinct predictions at time ¢ + At: A’ (correct and close
to the actual pose of the object, blue rectangle in the top—right image) and A”
(erroneous, red rectangle). In the bottom row, we study the case of a specific 2D—
primitive 7r¢ lying on the contour of A at the instant ¢ (bottom-left image). If one
consider that, at time ¢, there was two ambiguous stereo correspondences 773 and
}, then we have two mutually exclusive 3D reconstructions IT}_; and IT} _,,
each predicting a different pose at time ¢ + At: 1) the correct hypothesis IT¢_, j
predicts a 2D—primitive 7’ that matches with 71'2+At (blue in the bottom-right
image), one of the a 2D—primitive newly extracted at ¢t + At from the contour of
A, comforting the original hypothesis; 2) when moving the incorrect hypothesis
IT:_, we predict a 2D—primitive 7"/ (red in the bottom-right image), that do not
match any primitive extracted from the image, thereby revealing the erroneous-
ness of the hypothesis.

Differences in viewpoint and pixel sampling lead to large variation in the prim-
itives extracted and the resulting stereopsis. In other words, this means that the
same contours of the scene will be described in the image representation, but
by slightly shifted primitives, sampled at different points, along these contours.
Therefore we need to devise a tracking algorithm able to recognise similar struc-
tures between heterogeneous representations.”*

If a precise robot like the Staubli RX60 is used to move the objects the motion
of the robot can be used to predict the primitive positions. Hereby it needs to be
mentioned that the primitive position and orientation are usually represented in
the camera coordinate system (placed in the left camera) while the robot move-
ments are relative to the robot coordinate system (for the RX60 this is located at
its first joint). To compute the mapping between the two coordinate systems we
use a calibration procedure in which the robot end effector is moved to the eight
positions of a virtual cube. At each location the position of the end effector in
both coordinate systems are noted. The transformation between the two systems
can then be computed by solving the overdetermined linear equation system rep-
resented by the eight positions. We use the RBM estimation algorithm described
in [12] to do this.

4 Tracking 3D-primitives over time

In this section we will address the problem of integrating two heterogeneous
scene representations, one extracted and one predicted that both describe the same
scene at the same instant from the same point of view. The problem is three—fold:
1) comparing the two representations, 2) including the extracted primitives that
were not predicted, and 3) re—evaluating the confidence in each of the primitives
according to their predictability.

* We note here that the transformation described in this section does not describe the change of
edges for a specific class of occlusions that occurs when round surfaces become rotated. In
these cases the reconstructed edges do not move according to an RBM.



4.1 2D comparison

We propose to compare the two representations in the 2D image plane domain.
This can be done by reprojecting all the 3D—primitives in the predicted represen-
tation 8 t+A¢ onto both image planes, creating two predicted image representa-
tions e R

Tin=P" (st+At) | F € {leftright} ©6)

Then both predicted image representations I f_,_ A¢ can be compared with the ex-
tracted primitives Z 7. " a¢- For each predicted primitive 7t ;, a small neighbourhood
(the size of the primitive itself) is searched for an extracted primitive 7; whose
position and orientation are very similar (with a distance less than a threshold ty).
Effectively a given prediction IT,; is labelled as matched ,u(fT ;) iff. for each
image plane F defined by the projection P and having an associated image
representation Z1 , we have the projection 7 = P (IT;) satisfy the following
relation:

dZD(frf" 71‘]') < Tr2p,
do (#{,7;) < te

I, e 77, { ™
with 7oy being the radius of correspondence search in pixels, te being the max-
imal orientation error allowed for matching, dypy stands for the two—dimensional
Euclidian distance, and de is the orientation distance. This is also illustrated in
Fig. 2.

This 2D-matching approach has the following advantages: First, as we are com-
paring the primitives in the image plane, we are not affected by the inaccuracies
and failures due to the 3D-reconstruction (see also [6]). Second, using the ex-
tracted 2D—primitives directly allows for 2D—primitives that could not be recon-
structed at this time—step due to errors in stereo matching, etc.

4.2 Integration of different scene representations

Given two scene representations, one extracted S, and one predicted A; we want
to merge them into an accumulated representation A;.

The application of the tracking procedure presented in section 4.1 provides a
separation of the 3D—primitives in S; into three groups: confirmed, unconfirmed
and not predicted.

The integration process consist into adding to the accumulated representation
A;_1, all 3D-primitives issued from the scene representation S that are not
matched by any 3D—primitive in \A;_1 (i. e. the non—predicted ones).

A=A _1US, (3

This allows to be sure that the accumulated representation always strictly include
the newly extracted representation (S C .A;), and enables to include new infor-
mation in the representation.

4.3 Confidence re—evaluation from tracking

The second mechanism allows to re—evaluate the confidence in the 3D-hypotheses
depending on their resilience. This is justified by the continuity assumption, which



states that 1) any given object or contour of the scene should not appear and dis-
appear in and out of the field of view (FoV) but move gracefully in and out ac-
cording to the estimated ego—motion, and 2) that the position and orientation of
such a contour at any point in time is fully defined by the knowledge of its po-
sition at a previous point in time and of the motion of this object between these
two instants.

As we exclude from this work the case of independent moving object, and as the
ego—motion is known, all conditions are satisfied and we can trace the position of
a contour extracted at any instant ¢ at any later stage ¢ + At, as well as predict
the instant when it will disappear from the FoV.

We will write the fact that a primitive IT; that predicts a primitive IT; at time ¢

is matched (as described above) as p(I;) We define the tracking history of a
primitive IT; from its apparition at time O until time ¢ as:

. . . N\T
p(IT;) = (ut(ﬂi%m—l(ﬂi)r'- ’Mo(Hz')) )
thus, applying Bayes formula:

p (W) p (1)

p (WD) p (1) + p (AT ) p (1) "

p(Milu(ir)) =

where IT and IT are correct and erroneous primitives, respectively.
Furthermore, if we assume independence between the matches we have, and as-
suming that IT exists since n iterations and has been matched successfully m
times, we have:

p (W) =TT, p (e (7111

=p (Nt(ﬁi) = 1|H)mp (Mt(ﬁi) - 0|H)nfm an

In this case the probabilities for p: are equiprobable for all ¢, and therefore we de-
fine the quantities o« = p (IT), 3 = p (,ut(ﬁ) = 1|H) andy =p (,ut(ﬁ) = 1|ﬂ)

then we can rewrite (10) as follows:

_ g1 -B)"""a
(1= pn=ma+ym(l =) (1 - a)

p(Hi\ﬂ(IL-)) (12)
We measured these prior and conditional probabilities using a video sequence
with known motion and depth ground truth obtained via range scanner. We found
values of @ = 0.46, # = 0.83 and v = 0.41. This means that, in these examples,
the prior likelihood for a stereo hypothesis to be correct is 46%, the likelihood
for a correct hypothesis to be confirmed is 83% whereas for an erroneous hy-
pothesis it is of 41%. These probabilities show that Bayesian inference can be
used to identify correct correspondences from erroneous ones. To stabilise the
process, we will only consider the n first frames after the appearance of a new
3D-primitive. After n frames, the confidence is fixed for good. If the confidence
is deemed too low at this stage, the primitive is forgotten. During our experiments
n = 5 proved to be a suitable value.



4.4 Eliminating the grasper

The end-effector of the robot follows the same motion as the object. Therefore,
this end-effector becomes extracted as well. Since we know the geometry of this
end-effector (Figure 3 (a)), we can however easily subtract it by eliminating the
3D primitives that are inside the bounding boxes that bounds the body of the grip-
per and its fingers (Figure 3 (b)). For this operation, three bounding boxes are cal-
culated in grasper coordinate system (GCS) by using the dimensions of grasper.
Since the 3D primitives are in robot coordinate system (RCS), the transformation
from RCS to GCS is applied to each primitive and if the resultant coordinate is
inside any of the bounding boxes, the primitive is eliminated. In Figure 3 (c) 2D
projection of 3D primitives extracted from a stereo pair is presented. After grip-
per elimination, 2D projection of remaining primitives are shown in Figure 3 (d).

(a) (b) (© (@)

Fig. 3. Gripper elimination (a) grasper and grasper coordinate system (b) bounding boxes of
grasper body and its fingers (c) primitives before grasper elimination (d) primitives after grasper
elimination

5 Results and Conclusion

We applied the accumulation scheme to a variety of scenes where the robot arm
manipulated several objects. The motion was a rotation of 5 degrees per frame.
The accumulation process on one such object is illustrated in Fig. 4. The top row
show the predictions at each frame. The bottom row, shows the 3D—primitives
that were accumulated (frames 1, 12, 22, and 32). The object representation be-
comes fuller over time, whereas the primitives reconstructed from other parts of
the scene are discarded. Figure 5 shows the accumulated representation for vari-
ous objects. The hole in the model corresponds to the part of the object occluded
by the gripper. Accumulating the representation over several distinct grasps of
the objects would yield a complete representation.

Conclusion: In this work we presented a novel scheme for extracting object
model from manipulation. The knowledge of the robot’s arm motion gives us
two precious information: 1) it enables us to segment the object from the rest of
the scene; and 2) it allows to track object features in a robust manner. In combina-
tion with the visually induced grasping reflex presented in [2], this allows for an



(a) (b) © (d)

Fig. 4. Birth of an object (a)-(b) top:2D projection of the accumulated 3D representation and
newly introduced primitives, bottom:accumulated 3D representation. (c) newly introduced and
accumulated primitives in detailed. Note that, the primitives that are not updated are red and the
ones that have low confidence are grey (d) final accumulated 3D representation from two different
poses.

,‘ A

WOl

Fig. 5. Objects and their related accumulated representation.

exploratory behaviour where the robot attempts to grasp parts of its environment,
examine all successfully grasped shapes and learns their 3D model and by this
becomes an important submodule of the cognitive system discussed in [5].

Acknowledgement: This paper has been supported by the EU-Project PACOplus
(2006-2010).
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Abstract — In this work we estimate the ego—motion froi ! ;

stereo sequences. We approach this problem in an eg
cognitive vision framework, i.e., we utilise structurateén |
dependencies in visual data by recurrent predictive prige
cesses. More specifically we make use of rich and c¢
densed local image descriptors (so called 'multi-mod
primitives’) to find correspondence sets with a large pr¢
portion of correct correspondences that become further ij*= e
proved by perceptual grouping.

We use those correspondence sets to compute the ggigure 1: Two frames, one before the motion and one afterwards
motion in a variety of scenes of different complexity amél the four sequences used in this paper. For sequenceada) a
we show that our motion estimates are reliable and preciég we have depth values obtained from a range scanner and an
enough to be used as a predictor in our early cognitive \éxact ground truth for the camera motion (see picture (aphbot
sion framework. left). Sequence (c) was recorded indoor under controlletlieo

tions, and the motion was measured during the recordingllifin
Keywords: RBM, estimation, cognitive vision, multi- sequence (d) was recorded outdoor.

modal, feature-based, ego-motion. relative to the context: e.g. corners are less frequent than
) line segments but lead to stronger constraints. Note that,
1 Introduction at one end of the spectrum, some try to extract the motion

rqirectly from the signal without extracting any features —

Motion estimation is an important but complex proble 1 F . fthe f based techni
in computer vision (e.g. [1, 3]). Furthermore, an acc ee [4]. For an overview of the feature—based techniques we

rate estimation of ego—motion is critical for active sysﬂ;en{ efer t‘? [15]. ) ) )
for the purpose of map building (SLAM), obstacle avoid- In this paper, we estimate the ego—motion from calibrated

ance, path planningtc. Three sub-problems need to be ad;_?ereo sequences of complex scenes in an e_grly cpgnitive Vi-
dressed in a motion estimation algorithm: sion framework (see [16, 5]). By early cognitive vision we

Correspondence problenin order to constrain the mo-Mean & stage of visual processing that comes after the pro-
tion, we need to identify correspondences between stef&§SINg Of the visual signal into different modalities such
images recorded before and after the motion. Hence g orientation, colour, optic flow and stereo disparity (the

correspondence problem is: finding correspondences dv@HY Vision stage). In early cognitive vision, these difet
stereo and over time. modalities become interconnected by recurrent loops real-

Mathematical formalisation: Different frameworks 1SINg predictions between visual events and, thus, lead to
(e.g. matrices, quaternions, dual quaternits, See [9] reliable and structured scene representations. We willsho

for a comparison) have been developed to formalise i@t the motion estimation problem can be efficiently ad-

Rigid Body Motion (RBM). The correspondences yield difdressed within such a framework. Furthermore, the com-

ferent constraint equations depending on the mathematRi4fed motion itself is the basis for strong predictive mech-
framework used. anisms that can be used to disambiguate scene representa-

Dealing with wrong correspondenceSince not all cor- 1ONS:
respondences will be correct, the use of statistical method
is required to eliminate the erroneous correspondences~A .
prominent example is RANSAC [2]. 2 Early Cognltlve Framework

These problems are deeply intertwined. For example, theThe mathematical framework we apply is based on the
mathematical formalisation of the constraints depends pose estimation algorithm developed by Rosenhahn et al.
the entities that are used. Also, what are ‘good entities’[54], which requires correspondences between 3D and 2D



entities. In our case this translates into two correspooelen?)
problems of rather different nature: The stereo correspog
dence problem and the temporal correspondence problg
(see figure 4). When looking for correspondences, we fa¢
three sub—problems:

Projective transformation of visual entitieRifferences
in projection may change drastically the local image strug*s m
ture, and make it difficult (or even impossible in cases @
occlusion) to find the correspondence to a primitive in the 4 - d)
second image. b) / \

Ambiguity of visual entitiesDue to the natural redun-
dancy of local signals in images, the structure of a local
image patch may be very similar to other areas in this im-
age. A

Local signal noise:Noise in the image signal may re-P“mm‘fe= 2 °) 5

. . . . . 1. Orientation (0) 54

sult in rather different visual entities being extracteahfr 5 p ... (©) .
corresponding locations. 3. Colour (c) s

Because of these three problems, simple pixel intensity. Optical flow (f)
(or colour) information is not well suited for addressingth ; b
correspondence problem. Here, we will use a novel image
representation, developed by [6], which describes the @mdggure 2: lllustration of the primitive extraction process. (a)

in terms of primitives (as illustrated in figure 2). shows one image of the object to be grasped; the symbolic rep-
resentation of the image primitives is illustrated in (bheTprimi-

tives extracted from the image (a) are shown in (c), and thegy

2.1 Visual Primitives obtained by perceptual grouping in (d). Finally, (e) shole 3D

. . . . . hypoth tructed fi it —pair of i aflih
The image processing used in this paper is based .gﬂo ©Ses reconstrcted Irom a stereo—pair of images

multi-modal visual primitives [6, 11]. Primitives are ex-
tracted sparsely at points of interest in the image (in thisMoreover, as primitives contain more information than
case contours), and encode the value of different visual @pmere point, a stereo—pair of corresponding primitives al-
erators: positionn, orientationd, phasew, colourc and lows for the reconstruction of a more complex kind of en-
local optical flow f, hereby referred to amodalities(see tity, thereafter called 3D—primitiveH, such that:

figure 2 b) and c)). Consequently a primitive is described
by the followingmulti-modalvector:

1= (M,0,0C)" (3)

where M is the location in space is the 3D orientation
of the edge? is the phase across this edge, aidolds

wherep is the size of the image patch that was used to geﬂﬂ‘-9 colour information for this edge.

erate the primitive. By encoding a local image patch bé’

such a multi-modal vector we achieve a condensation o'f3 Perceptual grouping for Stereopsis
information by a factor of 97% (see [8]). One additional advantage of visual primitives is the se-

mantic information they carry. In [11] it has been shown
. ) o that perceptual grouping information could be used suecess
2.2 Stereopsis using 2D—primitives fully to disambiguate such a stereo—matching process.

Classical stereopsis allows reconstructing a 3D point/Solated primitives are likely to be unreliabléss prim-
from two corresponding stereo points. This problem hiiyes are redundant along contours, conversely an isblate
been extensively studied in the computer vision literatupgimitive cannot describe any contour, and is likely to be an
(see, e.g., [1, 3]). The stereo—matching of visual priregivartifact of the primitive extraction. Hence isolated primi
was previously studied in [10, 8], and we make use the saHy&s can (and should) be neglected.

= (m,0,w,c, f,p)T Q)

multi-modal matching criterion in the present paper: Stereo consistency over group$:a set of primitives is
part of a contour in the first image, theiorrect correspon-
dyp (707, 70}) = Z W (703,707 ) den_ces';n the second image also form a contour.
— Figure 3 (taken from [11]) shows the performance of the

stereo—matching on the sequences presented in figure 1,
wherew,, is the relative weighting of the modality, with  when using different matching criterion. The figure ROC
> m wm = 1Infigure 3 the performance of using the dissurves of the stereo—matching process when using the sim-
tance in each modality is compared with the multi-modidrity in each of the individual modalities, the multi—-maid
distance. similarity and a combination of this multi-modal criterion



ROC curves for the different stereo criteria. .
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Figure 3: ROC curves illustrating the reliability of the stereo ) .
matches obtained. The first curve shown is for the multi-rodalgure 4: The two kinds of image feature correspondences re-
similarity metric defined in [10]. The second shows the invgro duired to estimate the RBM (see text).

ment when enforcing an additional grouping constraint. foue ) . .
last curves represent the performance when using each of YRdate a stereo—pair of temporal matches only if the cor-

modality only for stereo matching — see [11] for a discussibn respondence in the right image lies sufficiently close by the
these curves. epipolar line defined by the correspondence in the left im-

with the aforementioned perceptual grouping constraintg < (see figure 4, bottom right).

A better matching is characterised by larger area under the

curve. This figure shows that using the combined criterion

improves significantly the reliability of the stereo-matsh 3.1 Finding 3D-2D correspondences over
that were found. Those results are discussed in [11]. time

) ) ) A large part of the problem is to find accurate correspon-
3 Ego—motion Estimation dences between (correct) 3D—primitives reconstructed be-

The mathematical framework we apply is based on tfre the motion (see section 2.2) on the one hand, and the
pose estimation algorithm developed by Rosenhahn eti@age primitives extracted from images after the motion
[12, 14], that makes use of correspondences over time (&€ figure 4) on the other hand. In this section we propose
tween 3D and 2D entities. This is illustrated in figure 4 Simple scheme to match reliable 3D—primitives with the
where the left (respectively right) column shows the imag@®-Primitives extracted at a later stage. We will cafl*
obtained from the left (resp. right) camera, while the twi§€i"" image primitive extracted at tim from the frame
rows capture two different instants in time. The estimatidh € {L, 12} (left or right). The first cue we can use for this
of the 3D motion of the camera between those two instaftgtching is the position of the primitive; ; and the 2D op-
translates into two correspondence problems of rather di§al flow thereof. This gives us ampriori estimate for the
ferent nature: locationm; 4445, Of the same primitive at a later stage ot

Stereo matchingConsidering a primitiver, , in the left (Se€ figure 4).
image, we want to find the corresponding primit'wg_’26 in All primitives extracted at time + 6t in the vicinity of
the right image, and use such correspondences to redbis predicted locatiom; ;, 5; are therefore considered po-
struct 3D primitivedI. This is illustrated by the upper rowtential correspondences af; ; at timet + 6t. The neigh-
of figure 4, and has been addressed in the previous secti@@urhood has a radius ofét times the sizep of the re-

Temporal matchingln order to estimate the motion, weceptive field of the primitivesypdt). v is a constant that
need to find correspondences between the 3D—primitives¥gers the selectivity of the matching process. Then out of
constructed at time, and the 2D—primitives extracted fronrlll potential matches ; ;5: the one most similar ter; ; is
the images at time+ 6t (bottom row of figure 4). The posi-chosen. If all potential matches prove to be too dissimdar t
tion of the 2D—primitiver; ; and the optical flow thereof arethe original primitive, they are all discarded. Note thatehe
used to predict the location of the correspondenge s; at We mean by similarity the equation (2).
time ¢ + dt. The multi-modal similarity between these two If we consider on the one hand a primitive; ; lo-
primitives is used to select the most likely correspondencated at positionm;, at time ¢, with an optical flow
in a neighbourhood of the predictor, or to discard the preector of f,,, on the other hand a primitive; ;15 lo-
diction altogether if no suitable match is found. cated at positionn; s, at a later time + 6t, and write

Stereo—temporal consistency checkMe additionally dg(w;+,7;+45:) the Euclidean distance between those
constrain the matches found in the left and right imagpemitives andd,, (m; ¢, ; ++s¢) the multi-modal distance
of any given 3D—primitive such that they comply with théetween them; then the condition for the primitive, s
epipolar geometry of the stereo set-up. In other words, feebe considered as a correspondence of can be sum-



In this formula,v = (vy,vy,v.), W = (wg, wy, w,)T is
the twist representation of the unknown motion (see [12])
while « is a parameter relevant for the iterative solution of
M, the system of linear equations.
X A Rigid Body Motion contains 6 degrees of freedom
f\ (DOF), hence in order to solve this system of linear equa-
/ \

RBM

A tion we need to draw at least 6 constraints from the pool of
instant t +5t \ correspondences. As we intend to match a 3D point in the
! ' \ left and right images, each of those stereo—correspondence
d @ b yield two constraints and so we need a set of only 3 corre-
spondences to compute a RBM. Obviously, as we expect to
left right left get a pool of at least several hundred of correspondences,
the problem is largely over-constrained.
Figure 5: lllustration of the 3D—point / 2D-line constraint. A On the other hand, we face the problem that a certain
stereo—pair of primitives at timeyields a positionM ; in space. quantity of those correspondences is expected to be erro-
Then, if we have a matching primitive,..s. in one image at time nagys, Moreover, for the reasons stated earlier, a certain
t-+ot, we know that the 3D—poiid, has moved such thall s inaccuracy in the reconstruction of the 3D—points is also to
lies on thg 3D plané” that projects into the line that is defined b¥3e expected. The problem of motion estimation is then to
the primitiver 4 s¢. .
select, out of this large podl, a set of correspondences
marised as follows: S C C, which generates an accurate ego—motion estimate.
In the following we will propose an estimator of the accu-
{ A (mj’fi”t’ Mg+ Fie) < pot (4) racy of the computed motion that can be computed on-line,
m(®in Tjeear) < ¢ even if the real motion is not known (section 3.3). We then
wheree is a quantity small enough to only allow corrediscuss three strategies to select suitable sulsset<” for

spondences between fairly similar primitives. If severgotion estimation in section 3.4.
T ;.1++s¢ are satisfying those constraints, the one minimising

dm (T j 1450, i 1) iS chosen (see also figure 4). 3.3 On-line estimation of the RBM quality

3.2 3D—point/ 2D-line correspondences Fgr each seS§ c C of correspondences, a rigid body
motion RBMgs can be computed. If erroneous correspon-
The pose estimation algorithm proposed is based on Highces are included int§ then the computed® BMs is
method proposed by Rosenhagtral. [12], that makes use hound to be inaccurate too. In order to choSselequately,
of an eXponential formulation of the motion (thSt) In thl%ve need a measure of the qua“ty of the Computed RBM, and
work, we will focus on estimating the RBM from sets ofhus of the set which generated it.
3D—point / 2D-line correspondences, as the ones we dewe propose to estimate the quality of a computed RBM
fined above. We consider the 3D—poMf; at timet, ob- ysjng the reliability of the predictions generated thereof
tained applying stereo to a pair of imagés: andZr:. For each correspondence in the p6pive consider the as-
Then we constrain the estimate of the motion in spacefciated 3D—primitivél; , that was reconstructed at time
th|_s p_omt %Vfira}'me. spant such tha’F It re-projects ontoypy predict its positiomi,;Jr(;t at timet + Jt, according to
primitive ;""" in imageZr,.5 at instantt + ot. AS he assumed motioR BMs; then those 3D predictions are
the possible origins of the primitive;;, .5, are contained ro_nrojected onto both image planes and compared with the
in a plane in space’, the previous statement equates {Quy,,5| correspondences, from the 2D—primitives extracted
constraining the position of the points after motibfi; | s; at timet + §t.
to the plane” —See figure 5_‘ We compute thedeviationof a given correspondence
If we now write the 3D—poinf\f, = (sz’ My, m2), @A g0 the RBM as the sum of the normal distances be-
define P’ by its normal vectoln, ny, n:)" and its Hesse yyean on the one hand the prediction reprojected on both
?éﬁ;wgt(asgetaz’o%g){lm, we can rewrite this constraint aqumesfrfjtlwt and ﬁ_f,twt (that are predictions derived
primitives extracted at timg and on the other hand
the actual correspondence$* ™" and 7!+ (that are
T primitives which have been extracted from the image at time

n (¥ . . .
nm Uz t+ 0t). Here normal distance is understood as, e.g., the dis-
" o tance between the position &f“"°* and the line defined
z z . . . .. .
cnamy —nym, | w, | TP (5) by the orientation ofr[****’. Effectively, the deviation is
N, — ML w, the difference between the predicted image representation
—nyMy — Nam, w and the extracted one. We define the mean devigtion

for a given RBMs (estimated from a a subsé) as the
D = —h—nzmg —nymy —n,m, (6) average of the deviations of all the correspondences of the



poolC for this motion: impact of the correct points). RANSAC proposes to address
this problem by only considering data-points which have a
dn (7}, TFJL) + dn (], ﬂ’f’) deviation within a certain tolerance.
(a)=3%"

S 4C (7)

icP
. _ 4 Results on Ego—motion Estimation
Note that in this formulation erroneous correspondences

will lead to data points with very large deviation, and there \We illustrate the performance of the system using a vari-
fore influence drastically the mean deviatioh). The re- €ty of sequences, from very controlled scenes (figures 1(a)
liability of this measure could be improved by disregardir@'d (b)) for which the actual motion is known, to more real-

the data points with large deviations, as in, e.g., RANSABtIC scenarios (figure 1(c) and (d)). The ground truth of the
(see [2)). motion is only known accurately for sequences (a) and (b),

respectively a pure translation of 2 meters along the pesiti
3.4 Three Strategies to choose suitable Sub? axi_s, and a pure rotation of 0.2 radians around the vertical
y axis (to the left). For sequence (c) we have measured the
sets motion when recording being 56.5mm. along the positive
The rich descriptors embedded in the early cognitive \axis. Each strategy has been computed over 100 trials, and
sion framework lead to a podl containing a rather smallthe estimate leading to the smallest deviation is selected.
number of wrong correspondences. We will discuss in theAs the motion is computed using correspondences from
following three strategies that were employed to seledt o@D images, its accuracy is limited by the coarseness of the
mal setsS of correspondences frogit random sets, grow- pixel sampling (although the primitive extraction offense
ing sets and RANSAC. measure of sub—pixel accuracy) and depends on the projec-
Note that, in order to obtain a more reliable estimate tién operated by the cameras. In short, pixel sampling cre-
the quality of the RBM selected, we will henceforth sglit ates an inaccuracy in the 3D position estimations which is
into two subsets: the generation gkt and the validation proportional to the distance of the 3D—point to the camera
setCy. In the following, correspondences are drawn from- see [1] for a mathematical demonstration. Effectively,
Ce when computing the motion and estimating the meare will use the mean deviatiof\), that was introduced
deviation to select the best motion out of several candélatabove (equation 7), to estimate how accurately the com-
correspondences were drawn from the validation subysetputed 3D motion allows us to predict the motion flow of
when computing théAy ) of the elected motion estimate2D—primitives.
Therefore the deviation value shown in in figure @4s,/), In figure 6, the first row of plots refers to the sequence (a),
drawn from the correspondences in tradidationsetCy,.  for which motion was known, and showay ), as well as
Random setsThe RBM estimation has been processehle translation error in millimetres and the rotation aregte
for 100 different sets each containings [3, 20] correspon- ror in radians. Those plots show the performance obtained
dences picked randomly from the generation pool. The pesien using each of the three strategies proposed earlér, an
formance of the set resulting in the lowest deviat{dny;) depending on the size of the random set of correspondences
of the generation s&P for each set size is drawn in theS the motion were computed from. The error decreases for
figure 6. any size ofS larger than 3 pairs of correspondences, and
Dynamic growing of a set of correspondenc@sie ob- then remains stable. In this sequence the deviation is con-
vious drawback of extending the size of a randomly chossistently below 5 pixels (which is less than the size of a
set of correspondences is that the likelihood to includgefaprimitive). The translation estimation error is of approxi
correspondences in the set increases exponentially véthrtately 0.2mm. which creates an uncertainty of 10% of the
size of the set. We propose to generate larger sets of cotr@nslation. The rotation component (which is null in this
spondences more reliably, by growing them from smaller sequence) suffers an error of only 0.2 radians.
and so more reliable — sets. We proceed as follows: 1) weThe second row showg\ ) against the size af for the
generate randomly a population of 100 s&fs; of a small three other sequences. For sequence (b) the deviation falls
size n — as described earlier; 2) the Sgtminimising the to 5 pixels for sets of 4 correspondence pairs for RANSAC,
deviation(A¢) (over the generation sé€k;) is chosen, as 8 correspondence pairs for the growing sets and 14 for the
before; 3) we create a new populatiSy, ; ; of sets of size random sets. Sequence (c) is significantly more difficult,
n+1, such ass,, C S,41,;; 4) back to step 2 unti§ reached leading to more outliers in the correspondence pool, thus
a certain sizen. (Ay) converges to approximately 8 pixels instead of 5 for
Random Sample Consensus (RANSARANSAC is a (a) and (b). Here again, there is no significant difference
paradigm proposed in [2] to select efficient sets of cohetween the three strategies when choosing lasgeFi-
straints from a pool of unreliable data points. The problemally sequence (d) is proves more difficult, leading to some
of incorrect data points is that they result in very largeidewnstability in the motion estimation obtained using the-ran
ations, even for the correct motion, and so make the averdgen and RANSAC method (from 7 to 15 pixels of devia-
deviation a very noisy measure (as the impact of erronedias), while the growing method consistently yields approx
data points is several orders of magnitude stronger thanitnately 7 pixels of deviation. For comparison, when com-
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Figure 6:Comparative results for random sets, RANSAC, growing fgusaces (a), (b), (c) and (d) — see figure 1. The graph shows
(Av), the translation magnitude and the rotation angle errattf®isequence (a) for which the true motion was known. Foresemps
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5 Conclusion

We have shown that an early—cognitive approach by inté4
grating information across modalities (colour, opticahflo
etc.) and visual processes (perceptual grouping and stere- i o N _

! 5] N. Kruiger, M. Van Hulle, and F. Worgotter. Ecovisiofhallenges in early-
opsis) enables us to address the correspondence prOb[ém:ognitive vision. International Journal of Computer Visiosubmitted.
with good reliability. This allows the reliable reconstruc
tion of a 3D description of the scene, and a robust matc
ing of image features over time. The relatively low number
of outliers enables us to compute a robust estimation of ti# N. Kriiger and F. Worgstter. Statistical and deteristie regularities: Utili-
ego—motion in a variety of sequence, even without resorting \S,Zﬁ‘c’gsoifn'ﬂgg‘;?ngnfngrgfgﬂgg,:”,,ﬁ';s'fagsﬁcﬁgfffg}“;'g'(f:“’a' systemsAd-
to a sophisticated statistical method to select the cooresp
dence set.

The reliability of this correspondence finding is shown
to be sufficient to allow for a robust ego—motion estimayg
tion, without prior knowledge about the scene or the mo-
tion. Furthermore the deviations obtained when using this
ego—motion for making predictions are significantly lowet%
than the size of a primitive (13 pixels), allowing foran un- o _ ‘
ambiguous tracking of these low level features. ] Mook Pugeaul, Flrern Worter, and Notbeger, il madel cene

This robust tracking of the low level visual feature has IEEE Workshop of Perceptual Organization in Computer Vis2006.
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1 Introduction

The human visual system is efficient at grouping together visual information that belongs to the
same objects, regardless of noise and ambiguity. Salient objects immediately ‘pop out’ of the visual
environment. Gestalt psychologists suggested that this emergence of some coherent sub—parts of the
scene is driven by a certain number of rules, also called Gestalt Laws. These laws stated that certain
regularities lead the visual system to group together visual information that would otherwise be, from
a local signal viewpoint, distinct. Such laws included, e.g., proximity, good continuation, similarity
and symmetry. Striking demonstrations of such a bias in the human visual system exist in the form of
so—called visual illusions: e.g. the Kanisza triangle, where an illusory triangle is strongly perceived.

There has been discussions that such laws might be originated by statistical properties in natural
images. This was later demonstrated by [18, 8, 12]. In [7] a statistical approach was used to extract
close contours. The statistical part was mainly concerned with the pairwise grouping of local edge
pixels. [4] proposed a complementary statistical scheme to extract global groups from such informa-
tion. We believe that such an approach can be extended to extract salient image structures without
prior assumption on the scene witnessed or the objects that constitute it, and we propose to call
those Structured Visual Events (SVE). The primordial sort of structural SVE is a contour, and in its
simplest form, the line. As discussed in [4], the likelihood for accidental alignment of edge pixels (or
alternatively local edge-like features) is decreasing with the square of the size of the contour. Such
SVE correspond to the Gestalt law of Good Continuation, and therefore we propose that more SVE
could be inferred according to the other aforementioned laws.

In the present work we will consider the following regularities:

e Parallelism

e Coplanarity (in space, described in [15]).
e Similarity (co-colority, described in [15]).
e Good continuation (described in [25]).

All of these regularities are defined in 3D space, or alternatively across stereo in both images —
see [15] for a detailed description.

We will propose a simple scheme to extract salient locations in the images, salient in the sense of a
statistical oddity that is likely to correspond to an object in the scene. We will use in conjunction the
above-mentioned relations to segment the visual world into Structured Visual Events and background.
Note that the segmentation of visual scenes is a difficult problem, that found some satisfying solutions
in the limited case of foreground/background segmentation, but that is otherwise unsolved. [9]

2 Visual primitives

Numerous feature detectors exist in the literature (see [23] for a review). Each feature based approach
can be divided into an interest point detector (e.g. [13, 3]) and a descriptor describing a local patch
of the image at this location, that can be based on histograms (e.g. [5, 23]), spatial frequency [17],
local derivatives [14, 10, 1] steerable filters [11], or invariant moments ([22]). In [23] these different
descriptors have been compared, showing a best performance for SIFT-like descriptors.

The primitives we will be using in this work are local, multi-modal edge descriptors that were in-
troduced in [20]. In contrast to the above mentioned features these primitives focus on giving a
semantically and geometrically meaningful description of the local image patch. The importance of
such a semantic grounding of features for a general purpose vision front—end, and the relevance of
edge-like structures for this purposes were discussed in [6].

The primitives are extracted sparsely at locations in the image that are the most likely to contain
edges. This likelihood is computed using the intrinsic dimensionality measure proposed in [19]. The
sparseness is assured using a classical winner take all operation, insuring that the generative patches
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Figure 1: Illustration of the primitive extraction process from a video sequence. The figure shows
in (a) one image from a video sequence on the right, then (b) the 2D—primitives extracted from this
image, with a magnified version on (c). The blue lines between the primitives show the result of the
perceptual grouping presented in [25] (d) describe the schematic representation of the 2D—primitives,
where 1. shows the orientation of the primitive, 2. the phase, 3. the colour and 4. the optic flow.

of the primitives do not overlap (for details, see [21]). Each of the primitive encodes the image
information contained by a local image patch. Multi-modal information is gathered from this image
patch, including the position m of the centre of the patch, the orientation 6 of the edge, the phase w
of the signal at this point, the colour ¢ sampled over the image patch on both sides of the edge and
the local optical flow f. Consequently a local image patch is described by the following multi-modal
vector:

™= (maeawacv.fvp)T) (1)

that we will name 2D primitive in the following. In this equation m refers to the position of the
centre of the primitive in the image, 0 is the orientation of the primitive, w is the phase, ¢ is the
colour value, f is the local optic flow and p is the size of the primitive — see figure 1.

Note that these primitives are of lower dimensionality than, e.g., SIFT (10 vs. 128) and therefore
suffer of a lesser distinctiveness. Nonetheless, as shown in [25] that they are distinctive enough for
a reliable stereo matching if the epipolar geometry of the cameras is known. Furthermore, their
semantic in terms of geometric and appearance based information allow for a good description of the
scene content. It has been previously argued in [6] that edge pixels contain all important information
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Figure 2: Collinear groups extracted from a sample image.

in an image. As a consequence, the ensemble of all primitives extracted from an image describe the
shapes present in this image.

Advantageously, the rich information carried by the 2D—primitives can be reconstructed in 3D, pro-
viding a more complete scene representation. Having geometrical meaning for the primitive allows to
describe the relation between proximate primitives in terms of perceptual grouping.

In a stereo scenario a 3D—primitive IT can be computed from two corresponding 2D—primitives (see
figure 1 and [25]): such that we have a projection relation:

P:II - . (2)
A 3D-primitive 7 is described by the vector:
II=(M,0,9,C), (3)

where M is the location in space of the centre of the primitive, © is its orientation vector, €2 is its
phase and C' holds the colour on both sides of the primitive.

3 Relations between primitives

In [15] a variety of relations that can be drawn between visual primitives were reviewed. In this paper
we will focus on the following;:

3.1 Collinearity

In [25] we proposed a simple scheme for grouping primitives that describe the same (smooth) contour
of the scene. Herein we will assume that objects are delimited by piecewise smooth contours, joined
by junctions. We will hereafter call contour these smooth sections.

Figure 2 shows the contours extracted by the grouping mechanism described in [25].

3.2 Proximity

The proximity relation is the fact that the two primitives, when re-projected onto both views are
distant of less than a certain radius. The likelihood for a random occurrence of this relation is:

T 2
pldi(ab) < i) = j;) p(m) (4)

where p() is the prior probability for the extraction of a primitive at a location.




for a ¢ x r image where # () primitives were extracted. Note that this two—dimensional definition
of proxity is extended to 3D by enforcing that the re—projections on both image planes of the two
3D—primitives be proximate according to 2D definition.

3.3 Parallelism

We define the parallelism between two primitives as follows:
Definition 1. Two primitives are said parallel if they share the same orientation.
Therefore, collinearity is defined as follows:

|(a,b) = acos(©O, - Op) (6)

If we consider that |[(a,b) is always between [—7, 47| and if we consider as parallel all primitive pair
(a,b) such that ||(a,b) < Tcon, where 7. is the tolerance of the parallelism definition, then we have:

™

(7)

Pprior(coll(a, b) < Teon) =
Teoll

assuming normal distribution.’

3.4 Coplanarity

Coplanarity was defined in [15]. Note that the shape of circular contours tend to be inaccurately
reconstructed (due to the nearly horizontal parts of the curve). Therefore the coplanarity relation is
not very robust on circular structures.

3.5 Co—colority

We expect contours of the same surface to be co—colour. The co—colourity relation capture this prior
knowledge about surfaces of the world. We will make use of this relation in conjunction with the
parallelism and coplanarity relations to compensate for their relative statistical weakness. Co—colority
is fully described in [15].

4 Relations between contours

As stated before, the relations between two primitives, taken individually are still statistically weak
events. Moreover, we argued in [25] that contours and not primitives (that are merely local descriptors
sampled from scene contours) should be used for scene description.

Therefore we will extend the relations mentioned in the previous section onto contours. In extending
the definition to collinear groups, we want to generate rarer, and therefore more salient, events.

4.1 Symbolic representation of contours

From the pairwise good continuation relation proposed in [25] we propose to extract the whole contour
by using a classical transitivity relation.

Definition 2. If primitive A and B are linked, and B and C are linked, then A, B and C are part of
the same contour.

We describe the resulting contours with the four following measures:

LGiven that horizontal and vertical edges are more common in natural scenes than other orientations, this assumption
of a normal distribution do not hold. Nevertheless it is good enough as a working hypothesis. Having a proper model
of the orientation co—occurrence would only serve to weight less horizontal collinear segments than other orientations,
which would not serve any purpose for SVE extraction.
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Figure 3: Illustration of the primitive grouping scheme from the basic relations. (a) The contour A
is extracted from primitives a; that are all linked together by transitivity. (b) The two groups are
parallel according to the global and local criteria. (c¢) The two groups A and B are coplanar. The
dashed circle shows the proximity criterion.

e The center of mass (x) of the positions of all primitives that belong to the contour.

e The main axis (u): that is the first principal axis of the positions of the primitives that belong
to the contour. Its norm is the elongation of the contour in this axis.

e The second axis (v): that is the second principal axis. If the contour is perfectly rectilinear,
then this axis is the null vector. Otherwise it is an indication of the curvature of the contour.

e The planarity (p) states how well the primitives are embedded into the plane formed by these
two axes. In other word it is the elongation over the third principal axis.

And therefore a contour is described by the vector:
C = (z,u,v,p) (8)

Additionally a contour also contains the list of primitives that generated it, allowing for more complex
comparison methods. In figure 3(a) the symbolic representation of the contours is shown. In the
following we propose to use the contours, instead of the primitives themselves, to test for relations
and evaluate saliency in a more powerful fashion.

4.2 Parallel contours

By extension we will consider that two contours A and B are parallel iff:

VII,; € A, Hj = argminHkGB(dE(Mi,Mk)),

{ — (I, ) <7 (9)
‘dE(MZ‘,Mj) — dE(A,B)’ <TE

where M; is the position of the primitive II;, dg is the Euclidian distance, dg(G1,G2) is the min
distance between the two contours, and 7z is the tolerance. Note that the second line is the global
constraint for parallelism, whereas the first line is the local one. The first constraint statistically
weakens with larger contours whereas the second one strengthens. Note that this interpretation of
parallelism can capture curved contours that are equidistant in all points. This is illustrated in
figure 3(b). In there the dashed arrows represent the primitives that are the closest between the two
groups and the most parallel.



4.3 Coplanar contours

Building onto the definition of coplanarity between two primitives, we define that a primitive a is
coplanar to a contour B = (b, ..., by) iff

peopat) _,

where r is a ratio, that we set to r = 0.8 for our experiments. A higher value will lead to a stricter
definition whereas a lower one will find more cases of coplanarity.

cop(a, B) iff (10)

Then we define the coplanarity between two contours A = (ag,...,a,) and B = (bg,...,by,) as
#cop(a;€A,B)
o % i <r
cop(A, B) iff %’5375 <r (11)

mingep,e8(dp(ai, b)) < 78

In other words, two groups are coplanar if a sufficient ratio of the primitives thereof are coplanar.
Note that this can only occur for groups with a strong planarity. This is illustrated in figure 3(c),
where the dashed circle shows the proximity criterion, and the dashed lines represent the two other
criteria.

5 Results and discussion

We applied these relations to some video simple sequences featuring some sample objects. For the
purpose of these experiments we proceeded in extracting the SVEs in two steps:

1. extract 3D contours, as in [15].
2. Compute the relations between all contours.
3. merge all linked contour into one SVE.

Note that this method is only used for experimentation purpose. In the future it would be preferable
to keep the relational structure between all primitives instead of merging them all into one group.
We applied this method for two combinations of relations:

Parallelism + co—colourity: In this case we only considered the relation of parallelism. We also
required that two primitives be co—colour in order to be considered as parallel. The results of this
method applied to a driving scene are shown in figure 4. There we can see that the different parts of
the white line are merged together. On the other hand, the two crescent—shaped parts of the traffic
sign are left separate. Also the three lines on the ground, although parallel are not merged. This is
due to the proximity constraint that we enforced in the definition of contour parallelism.

Coplanarity 4+ co—colority For the second experiment we replaced the parallelism relation by
the somewhat weaker coplanarity relation. Here again we required that the co—colourity be respected
to consider two primitives as coplanar. The results applied to a sequence showing a traffic sign are
shown in figure 5. Note that both sides of the support and both sides of the traffic signs a successfully
grouped. The horizontal part of the traffic sign suffer from a reconstruction of low accuracy (because
it is horizontal) and therefore the coplanarity is too weak to merge it. The results when applied to
another scene featuring two mugs on a table are shown in 6. There we can see that the corners of
the table are successfully merged. Here again the horizontal parts lead to problems: the horizontal
border of the table is not grouped. Moreover because the reconstruction of the circular opening of
the cups is inaccurate due to the horizontal (and curved) parts, some parts of the cups are found
coplanar where they should not.
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Figure 4: Example of the extraction of Visual Gestalts using good continuation (b) and parallelism
+ co—colourity (c) (the red ellipses show the Gestalts).



(c)

Figure 5: Example of the extraction of Visual Gestalts using good continuation (b) and coplanarity
+ co—colourity (c) (the red ellipses show the Gestglts).



Figure 6: Example of the extraction of Visual Gestalts using good continuation (b) and coplanarity
+ co—colourity (c) (the red ellipses show the Gestglts).



These results show that relations, when extended to collinear groups becomes stronger predictor of
object structure than when applied to basic primitives. Although the group relations are directly
based on the primitives’ relations defined in [15], this extension offer a considerably lower likelihood
of accidental occurrence.

From these preliminary results, we propose to design a hierarchical architecture for representing
explicitly complex structures in the scene and evaluating the saliency thereof.

3D contours extraction: using the process explained in [15], we propose to extract contours from
the image representation provided by the primitives.

Evaluation of inter—contour relations in our case we will limit to 1) parallelism + co—colority;
and 2) coplanarity 4+ co—colority. Future work should focus on integrating symmetry and the relations
provided by the addition of junction primitives (see [16]) into the scheme.

Design good structure to represent shapes As a result of the above-mentioned mechanism,
strongly structured objects should appear as densely linked in the resulting graph. If we consider the
simple case of a coloured square, we would have each side of the square as a contour. Opposed sides
would be parallel and contiguous sides would be coplanar. The advantage of a shape representation
based on 3D-contours is that it is largely independent from viewpoint,scaling and sampling. For
example, [26] proposed to use a similar hierarchical shape representation for the purpose of object
recognition.

Feedback the information to lower level processes E.g. the stereopsis. A stereopsis of good
quality is essential for the grouping process to perform well. On the other hand, at each level of the
grouping hierarchy new information is obtained that could be used to disambiguate stereopsis, in a
similar way that the lowest level grouping information was used in [24]. Chung and Nevatia [2] used a
similar approach to stereo disambiguation with the notable difference that they restricted themselves
to monocular grouping. We argue here that perceptual grouping and 3D-reconstruction should be
processed in parallel using extensive communication between the two processes.

Our objective is to address these points in the upcoming year, in order to obtain a higher level
symbolic scene representation.
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Abstract ing. Yet in this paper we propose a multi-modal similarity

measure, composed of phase, colour and optical flow mea-

In this work we propose a scheme integrating perceptual surement, and combine it with a classical good continua-
grouping into stereopsis to reduce the ambiguity of those tion criterion forming a novel multi-modal definition of the
early processes. We propose a simple perceptual groupinggffinity between primitives. Note that an explicit desddpt
algorithm that — in addition to the geometric information of the groups could be extracted easily using a variety of
— makes use of a novel multi-modal affinity measure be-techniques including: normalised/] or average cutsy’],
tween local primitives. We then use this group information affinity normalisation} 7], dynamic programming{3, etc
to 1) disambiguate the stereopsis by enforcing that stereo  The interest of using perceptual organisation in the spa-
matches preserve groups; and 2) correct the reconstruc-tial and temporal domains has been outlined bi}.[Here,
tion error due to the image pixel sampling using a linear we will study how this perceptual grouping information can
interpolation over the groups. We show quantitative and be used to disambiguate stereopsis and 3D reconstruction
qualitative demonstrations of those processes on a varietyusing primitives. If we assume that a contour of the image
of sequences. is likely to be a projection of a contour of the 3D scene,
then we can expect each 3D contour of the scene to project
as a 2D contour on each camera plane (except in the case
of occlusion). Conversely, this also implies that any con-
tour in one image has a corresponding contour in the sec-

We propose in this paper an approach using feedback beond image (or it is occluded). Thus we will propose an
tween two mid—level processes, namely perceptual group_externalstereo confidence which estimates how well prim-
ing and stereopsis to reduce the ambiguity omnipresent attives that are part of the same group agree with a putative
this level of processing. We base our framework on a novel stereo—match. This allows to discard a large number of po-
image representation based on multi-modal local image de-tential stereo—correspondences hence reducing the ambigu
scriptors callecprimitives introduced by $1] and applied ity of the stereo matching and of the scene reconstruction
to stereo by 20]. In this work, we will focus on primi- processes.
tives describing line structures, and we propose a perakptu We will test this scheme with four different calibrated

grouping mechanism which makes use of this rich multi- stereo sequences, illustrated in figdreFor sequences (a)
modal information. (b) and (c) we have depth values obtained from a range
Perceptual grouping can be divided in two tasks: 1) Scanner. Ten different frames from those three sequences

defining an affinity measure between primitives and use it to Were used for quantification in this paper. Sequence (d) was
build a graph of the connectedness between the primitivesrécorded outdoors in a moving car. for which we will show
and 2) extracting groups, which are the connected compo-dualitative results. _

nents of this graph. We will only define the affinity mea-  The novel contributions of this paper are

sure between primitives, and not extract the groups them-
selves explicitly, as we only need the local grouping infor-
mation for a primitive to apply the correction mechanisms
we propose in this paper. Similar affinity measures have e using the 2D grouping for improving stereo match-
been proposed by’[, 26], which formalised a good con- ing from a very local level (in contrast to, e.g3(],
tinuation constraint, ord] which included the intensity on where more elaborate features, like ribbons, were con-
each side of the curve into a Bayesian formulation of group- sidered),

1. Introduction

e a 2D grouping that uses geometric and appearance
based information,



(b) (c) (d)

Figure 1. The four sequences on which we tested our approach.

e applying an interpolation method that leads to more likelihood is computed using the intrinsic dimensionality
reliable estimates of 3D position and 3D-orientation. measure proposed in{]. The sparseness is assured us-
ing a classical winner take all operation, insuring that the
The grouping is part of an early cognitive vision framework  generative patches of the primitives do not overlap. Each
including ego-motion estimation and temporal accumula- of the primitive encodes the image information contained
tion (for an outline see/]). by a local image patch of a same sjzas the kernel used
The paper is structured as follows: Sectibnill present  py the filtering operation. Multi-modal information is gath
the image primitives on which we are basing our processing.ered from this image patch, including the positianof the
In section3, we define the affinity between two primitives.  centre of the patch, the orientatiérof the edge, the phase
In sectiord we present a stereo—matching process based on,, of the signal at this point, the coloarsampled over the
primitives similar to P(]. Then in sectiorb we propose a  jmage patch on both sides of the edge and the local opti-
simple scheme to 1) increase the reliability of matching and ¢4 flow £, computed using the classical Nagel algorithm

formation gained from the perceptual grouping defined ear-py the following multi-modal vector:

lier.
. . Tr:(m707w7cﬂf7p)T (1)
2. 2D—primitives _ o _
o . that we will nameprimitive in the following. The set of
Numerous fegture detectors exist in the literature primitives describing the stereo images is calledge rep-
(see p7] for a review). Each feature based approach can resentationand writtenZ' andZ" for the images from the

be divided into an interest point detector (e.8.4]) and |eft and right camera. The image representation extracted
a descriptor describing a local patch of the image at this from one image is illustrated in figuge

location, that can be based on histograms (€.,821]), spa- Note that these primitives are of lower dimensionality
tial frequency P€, local derivatives [5, 13, 1] steerable  than, e.g., SIFT (10 vs. 128) and therefore suffer of a lesser
filters [3€], or invariant moments (7). In [27] these dif-  distinctiveness. Nonetheless, we will show in sectidhat
ferent descriptors have been compared, showing a best petthey are distinctive enough for a reliable stereo matcHing i
formance for SIFT-like descriptors. the epipolar geometry of the cameras is known. Advanta-

The primitives we will be using in this work are local, geously, the rich information carried by the 2D—primitives
multi-modal edge descriptors that were introducedif}.[  can be reconstructed in 3D, providing a more complete
In contrast to the above mentioned features these primitive scene representation. Having geometrical meaning for the

focus on giving a semantically and geometrically meaning- primitive allows to describe the relation between proxienat
ful description of the local image patch. The importance of primitives in terms of perceptual grouping.

such a semantic grounding of features for a general purpose

visior_1 front-end, and th(_—:- relevance of edge—like strusture 3. Perceptual Grouping of 2D—Primitives

for this purposes were discussed i [
The edge map and the local phase are computed using Decades ago, the Gestalt psychologists proposed a se-

the monogenic signal (seé]), although some other kind  ries of axioms describing the way the human visual sys-

of filtering could alternatively be used (e.g., steerable fil tem binds together features in an image (se® B5, 17]).

ters [36]). The primitives are extracted sparsely at locations This process is generally callgzerceptual groupinghe

in the image that are the most likely to contain edges. This Gestalt psychologists proposed that it was driven proper-



Figure 3. lllustration of the values used for the collingadom-
putation. If we consider two primitives; and ;, then the vector
between the centres of these two primitives is writtey) and the
e orientations of the two primitives are designated by theomse;
4 E- o andt;, respectively. The angle formed by; andt; is writtena;,
v 7 i.‘ and betweew;; andt; is writtena;. p is the radius of the image

Primitive : . P
1. Orientation (8) — patch used to generate the primitive.

2. Phase (w) IMAGE REPRESENTATION RECONSTRUCTION

3. Colour (¢)

4. Optical flow (f)
Figure 2. lllustration of the primitive extraction procefsesm a
video sequence. The figure shows one image from the sequence If we consider two primitivesr; and=; in Z, then the
(a) from figurel, on the right, then the 2D—primitives extracted |ikelihood that they both describe the same contour can be

from this image (see sectid), and finally the 3D—primitives re-  formulated as a combination of three basic constraints on
constructed from the stereo—matches as described inisécfldne their relative position and orientation — see fig@re

bottom row shows a description of the graphic represemtaifo Proximity (, [|):
the 2D—primitives, as well as a magnification of the image rep P
resentation and the reconstructed entities. Note thattthetsre
reconstructed is quite far from the cameras, leading to ticer cplgijl=1—e (2)
imprecision in the reconstruction of the 3D—primitives. Wil

propose a simple scheme addressing this problem in setion Here,p stands for the radius of the the primitives in pixels.
p7 is the size of the neighbourhood considered in pixels.

ties like proximity, good continuation, similarity, symme ||y, .|| is the distance in pixels separating the centres of the
try, amongst others. More recently, psychophysical exper-tyo primitives.

iments measured the impact of different cues for percep-  collinearity (c., [)):
tual grouping (see, e.g.17]). Furthermore, Brunswik and
Kamiya [2] proposed that those processes should be related
to statistics of natural images, which has been recently con
firmed by several studies §, 8, 14].

We previously defined the primitives as local edge de-
scriptors, and that a group of primitives describe a contour
of the image. The Gestalt rule g@iroximity implies that
primitives that are closer to one another are most likely to
lie on the same contour. According to the Gestalt rule of
good continuatiopwe will consider that contours in the im- Cei lgi] =1—
age are smooth, and therefore that two proximate primitives
in a group will be nearly either collinear or co—circular. In
this formulation, a strong inflexion in a contour will lead
this contour to be described &go groups joining at the in-
flection point. Furthermore the position and orientation of
primitives that are part of a group are the local tangents to Gij = \3/ ce [9i3] - ceo [9i.3] - cci [9i.5] (5)
the contour described by this group. Finally, the rulsiof- ) ) o o
ilarity states that primitives that are similar (in terms of the WhereGi ; is the geometric affinity between two primitives
colour, phase and optical flow modalities) are most likely to 7 @ndm ;. This affinity represent the likelihood for a curve
be grouped together. Also, we would expect such proper_havmg for tangents those two primitives andsr; to be an
ties as colour on both side of a contour to change smoothly2ctual contour of the scene.
along this contour.

The two first cues are joined into@eometric constraint
that we describe in sectioh 1 and the multi-modal simi- Effectively, the more similar are the modalities between
larity cue is detailed in sectioB.2. These two measures are two primitives, the more likely are those two primitives to
combined into an overall affinity measure that we describe lie on the same contour. Note th&j already proposed to
in section3.3. use the intensity as a cue for perceptual grouping, yet here

P

3.1. Geometric constraint

_ max(l—M,O)
pT

Ceo [gi,j] =1-

Sln(|az|—’2— |Oé_]|)‘ (3)

Herea; anda; are the angles between the line joining the
two primitives centres and the orientation of, respecyivel

T and7r]-.
sin (L ; = ) ‘ (4)

Co—circularity (.; []):
The combination of those three criteria forms tien-
metricaffinity measure:

3.2. Multi-modal Constraint



we use a combination of the phase, colour and optical flow and their individual likelihood is set as their multi-modal
modalities of the primitives to decide if they describe the similarity with the original primitive in the leftimage. Em

same contour: the most similar primitive is taken as the most likely corre-
spondence. The multi-modal distance between two prim-
M;; = 1—wody (7i, m;) —wede (73, m5) —wydy (73, 75) itives is defined as a linear combination of the modal dis-

) ) . (6) tances between the two primitives:
whered,, is the phase distance, the colour distance and

cy the optical flow distance between the two primitives
m; and7;. These metrics are similar to the ones used A (75,75) = > Windin (703, 705) (8)
in [29, 20]. w,, w. andwy are the relative weight of the m
modalities, such thab,, + w. + wg = 1.
wherew,, is the relative weighting of the modality, with
3.3. Primitive Affinity . W = 1 (we use distance functions for the modalities

The overall affinity between all primitives in an image that are similar to the ones proposedin,[2(]).
is formalised as a matrix, where A, ; holds the affinity In figure 6(a)the ROC curves showing the performance
between the primitivesr; and ;. We define this affin-  of the stereo—matching when using as likelihood estimation
ity from equations §) and @), such that 1) two primitives  the similarities in each of the modalities held by a pringtiv
complying poorly with the good continuation rule have an alongside with the performance of the multi-modal distance
affinity close to zero; and 2) two primitives complying with proposed in equatior8]. We can see that: 1) all modalities
the good continuation rule yet strongly dissimilar will lgav ~ offer a discrimination better than chance between correct
only an average affinity. The affinity is formalised as fol- and erroneous correspondences; and 2) the multi-modal
lows: distance offers a better discrimination than the individua
modalities. In this figure we can see that the colour modality
clgijl=Ai; = \/G (aG;; + (1 —a)M,; ;) (7) is a particularly strong discriminant for stereopsis. Tikis
explained by the fact that the hue and saturation are sampled
wherea is the weighting of geometric and multi-modig( on each side of the edge, leading to a 4—dimensional modal-
phase, colour and optical flow) information in the affinity. ity, where phase and orientation are only 1-dimensional and
A setting ofa = 1 implies that only geometric information  optical flow is 2—dimensional (albeit the aperture problem
(proximity, collinearity and co-circularity) is used, Wi reduces it to one effective dimension: the normal flow).
a = 0 indicates that geometric and multi-modal informa- On the other hand the poor performance of the optic flow
tion are evenly mixed. The groups generated for the left andmodality could be explained by the relative simplicity of
right frames for each sequence are drawn in figyrbot- the motion in this scene: a pure forward translation of the
tom row. Dark lines describe strings of grouped primitives. camera, with no moving object. Therefore, we would ex-
One can see in those images that the major contours of thepect the performance of individual modalities to vary de-

images are adequately described. pending on the scenario, and the robustness of the multi—
modal constraint could be further enhanced by a contextual

4. Stereopsis using 2D—primitives weighting. Nevertheless, in a variety of scenarios the fise o
a static weighting proved robust enough to obtain reliable

Classical stereopsis allows reconstructing a 3D point
from two corresponding stereo points. A review of stereo— ) ] o
algorithms was presented 4], dense two frames stereo _ Moreover, by making use of the rich semantic informa-
algorithms were also compared if]| In these papers the tion carr!ed by the p_r|m|t|ves,_ t.he stereopsis yield a set pf
different algorithms were compared on mainly artificial im- 9€0ometrically meaningful entities rather than an mere dis-
ages, with a disparity that ranges i) < d < 16. In this parity map We call the reconstructed entities 3D—primgive
work we make use of a sparse, feature based representep:
tion, applied on high resolution video sequences of natural
scenes, where the ground truth was obtained using a range
scanner. The allowed disparity range for these scenes is
0 < d < 200, leading to a comparable level of ambiguity whereM is the location in spac®) is the 3D orientation of
(i.e. between 10 and 20 candidates depending on the primi-the edge(? is the phase across this edge, &idholds the
tive being matched). colour information for this edge — see attached material.

The stereopsis used for this paper is a simple localIn figure 7(a) we show the 3D—primitives that were recon-
winner—take—all scheme: all primitives in the right image structed after a stereo—matching based on the multi-modal
that lie on the epipolar line angotential correspondences confidence from equatior).

stereopsis.

I1=(M,0,00C)" 9)



/\ £ We call the conservation of the link between a pair of
/ @ ) : primitives in the stereo—correspondences of those prigsti
T[S

theBasic Stereo Consistency EVEBSCE).

Y This condition can then be used to test the validity of
\Vni \%)n// £, a stereo—hypothesis. Consider a primitive and a stereo
hypothesis:

eft frame right frame Sim ﬂ-l N 71'2 (10)

Figure 4. The BSCE criterion: Let; be a primitive in the left _ . lZ . .
frame forming a group with a second primitize. 72 has a stereo and consider a ne'ghbomj € N(m;) of m; such that

correspondence., in the rightimage. Bothr, andr; intheright  the two primitives share an affinityg; ;|. For this second
image lie on the epipolar ling; of 7r1; hence these two primi-  primitive a stereo—correspondeneg with a confidence of

tives are both putative correspondencesref Furthermore, the ¢ [s;_,] exists. We can then estimate how well the stereo—

primitive 7; is clearly the most similar ter; (due to a closer ori-  hypothesiss;_.,, preserves the BSCE:

entation), hence this stereo—correspondesnce; yield a higher

multi-modal confidence than would, e.g;—;. Yet, when con- E(gis, 8im) = clsjopl-clgijl  if clgnp) > €
sidering the BSCE criterion we realise that only the putatior- 2 =S4 —velsj—pl - clgi ] else
respondencer; forms a groupy;,s with 7, conserving the group (11)
relationg, o betweenr; ands. In other words, considering a stereo—pair of primitives:

the BSCE of a primitive in the first image with one of its

. . neighbour is high if they share a strong affinity and if this

5. Perceptual GrO_Upmg Constraints to Im- second primitive creates a stereo—hypothesis such that the
prove Stereopsis correspondences in the second image of both primitilszs

share a strong affinity. Itis low if the stereo—correspormaen

In addition to their richness, primitives are very redun- ) L
dant along contours, and this redundancy allows us to useof this primitive and the stereo—correspondences of other

perceptual grouping to derive the following two constraint pr|m|t|_ves part Of. the same group, do notform a group in the

for the matching process: oth_er image. T_h|s naturally extends the_concept of group as
Isolated primitives are likely to be unreliablés prim- defined in sectiom into the stereo domain.

itives are extracted redundantly along the contours, con-

versely an isolated primitive is likely to be an artifact.

Hence isolated primitives can be neglected. Building on the formula 11), we can define howthe
Stereo consistency over groupk: a set of primitives ~ Whole neighbourhooaf a primitive is consistent with a

forms a contour in the first image, th@rrect correspon-  given stereo hypothesis.

denceof these primitives in the second image also forma  The previous formula tells us how a 2D—primitive stereo

5.2. Neighbourhood Consistency Confidence

contour. correspondence is consistent with our knowledge of the set
of stereo hypotheses for a second 2D—primitive, in its neigh
5.1. Basic Stereo Consistency Event (BSCE) bourhood. Now, if we consider a primitive. and an asso-

. . _ o ciated stereo—correspondenge.,,, we can integrate this

As explained in sectio, 2D—primitives represent Io-  BSCE confidence over the neighbourhood of the primitive
cal estimators of image contours. A constellation of those N’i —_ as defined in sectio®.3.
2D—primitives describe the contour as a whole. Those con- )
tours are consistent over stereo, with t_he notable exaeptio Cont[Simon] = l Z B(ml,w sin) (12)
of partially occluded contours — see figurebottom row. #N; oA
Hence, if two primitives describe a contour in one image R
then their correspondences in the second image should alsQynere #A/" is the size of the neighbourhood +e. the
ent optical planes. In sectid}) we defined the likelihood  the internal confidence given by the multi-modal similarity
for two primitives to describe the same contour as the affin- petween the 2D—primitives— equatiod)( In figure5, one

ity between these two primitives, hence we can rewrite the can see that the correct correspondences have mostly posi-

previous statement as: tive external confidences, while incorrect ones have mainly

Given two primitivesr! and=} in Z' and their respec-  negative values. Therefore, applying a threshold on the ex-
tive correspondences;, and=}, in a second imag&”; if ternal confidence will remove stereo hypotheses that are in-
ml andﬂ-é. belongs to the same groupd thenn”, andm;, consistent with their neighbourhood, and thus reduce the

should also be part of a group#. — see figurel. ambiguity of the stereo—matching. Note that selecting a



threshold higher than zero implies the removal of all the of the 2D—primitive in the imageE(H§’L_1),Hg’L_1)).
isolated primitives (as an isolated primitive has an exkern

confjdence of zero by definition). MZ(_n) _ 1 (MZ(_nq) n I(M('nfl),M](cnfl))) (13)
Figure 6(b) shows ROC curves of the performance for 2 J

varying thresholds on the multi-modal similarity. Each of w1 (n—1) (ne1) ca(n-1)

the curve drawn shows the performance for different thresh- e," = 3 (Gi” +1(0;" 7, 9," )) (14)

olds (respectively threshold values-6f).6, —0.3, 0, 4-0.3,
and without threshold) applied to the external confidence . o
prior to the ROC analysis. We can see from those resultsiN® Sequence (d(. figurel). Note that it is necessary to

that applying a bias on the decision based on the externaf:hoose a point of View sufficiently d'ﬁerem from the one
confidence is improving significantly the accuracy of the of the camera to highlight the reconstruction errors, while

decision process. Depending on the type of selection pro-being s_ufficiently similar for the shapes of the scene (o be
cess desired — very selective and reliable, or more lax, put"€cognisable. We chose a point of view located high on the

yielding a denser set of correspondences — another thresh['ght side of the scene, looking downwards at the road.
old can be chosen. The best overall improvement seems to When comparing ﬁggre%(a) an_d?(b) we can see that
be reached for a threshold ef0.3 over the external confi- & large number of outliers are discarded from thg recon-
dence. Nonetheless, when we consider a case where ver tructed 3D—primitives, leading to a cleaner descriptibn o
high reliability is required, a threshold 6f (meaning dis- 1€ Scene. Figuré(c) shows the same part of the scene
carding all primitives which are part of no group) might be (d_) a}f_ter 3 |ter§1t|ons of the linear smoothing. The 3D-
preferred. Note that when a threshold is applied to the exter pr|m|F|ves forming the contou_r of the tree and the road
nal confidence prior to the ROC analysis, the resulting curve markings are now smoothly aligned.
do not reach thé¢l, 1) point of the graph. This is normal as i
the threshold already remove some stereo—hypotheses evefd- Conclusion
before the multi-modal confidence is considered.

The 3D—primitives reconstructed after such a scheme are,,
shown in figure7 (b).

Figure? illustrate the reconstructed 3D—primitives from

In this paper we defined an affinity relation between im-
ge primitives making use of the rich multi-modal informa-
tion available. Therefore the resulting affinity measure en
compass more than just the good continuation cue but also
continuity in phase, colour and optical flow. We have il-

One issue when reconstructing 3D structures from stere-lustrated that, on varied sequence, the resulting groups fo
opsis is that the accuracy of the reconstructed entities-is d low adequately the contours of the image. In a second part
creasing with the distance to the cameras, due to the pixelwe proposed a simple measure of the conservation of those
sampling of the images — se&(]. Figure7(b)shows the  groups, and hence of the neighbourhood structure of a prim-
reconstruction of the tree (along with the road markings) in itive, across stereo. Using this conservation we could for-
sequence (d) — see figufie There we can see that, al- malise a contextual estimation of the likelihood of a stereo
though all primitives describe the contour of the tree from correspondence. We show that using this new external con-
the same point of view, their exact position and orientation fidence measure in conjunction with a similarity measure
in space vary, and they certainly do not form a contour in we can improve significantly the performance of the stereo—

5.3. Interpolation in Space

space. matching process. Furthermore, we show that interpolation
Yet, we do know that the 2D—primitives they are re- can be used over a group to correct the smoothness of the
constructed from a group in both stereo images. (sec- reconstructed representation.

tion 5 and figurel bottom row), and as such that they form
a smooth continuous contour. Hence we can assume that Acknowledgement: We thank the company Riegl for
they are the projection on the image planes of a smooth andhe images with known ground truth used for sequence (a),
continuous contour of the scene (except in some extremeb) and (c). This work described in this paper was part of
cases and under rare viewpoints), and as such that the recorihe European project ECOVISION.
structed 3D—primitives should also describe such a curve.
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