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Abstract:

The core focus of workpackage WP5.2 is to link the non-linguistic Object-Action Complex (OAC)-based
conceptual representation developed under the PACO-PLUS project to language via a universal Language
Acquisition Algorithm, and to deploy the learned grammar in the task of understanding and generating
purposeful dialog. As with human children, the conceptual representation that our systems induce from
interaction with the world via low-level continuous control systems, such as the SDU robot/vision system
in WP4.1, are language-independent. The language acquisition algorithm must therefore be capable of
learning the syntax of any human language from exposure to utterances pairing such conceptual represen-
tations (among noise and distractors) with the appropriate sentence in that language, with the conceptual
representation providing the semantics. Different languages partition that conceptual content into syn-
tactic units such as word- and phrase-meaning pairs in different ways. So our learning algorithm must
consider all such partitions. Thus, the basic idea can be summed up as saying that the child acquires
language by learning a parsing model for universal grammar, of the same kind used in the wide-coverage
parsers developed in prior work. Some of the work under WP5.2 concerns the evaluation of those parsers
in comparison to other publicly available parsers and as models of human sentence processing.
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1. Executive Summary

The core focus of workpackage WP5.2 is to link the non-linguistic Object-Action Complex (OAC)-based
conceptual representation developed under the PACO-PLUS project to language via a universal Language
Acquisition Algorithm, based on the wide coverage CCG parsers developed under other funding. Dialog
applications are reported elsewhere in Workpackage 5.1. s0791051

1.1 The Place of Language in the PACO-PLUS Project

As the proposal and Annex make clear, the role of language in the PACO-PLUS project is not primarily
to act as a real-time user interface to the various robot platforms involved. Since the repertory of high-
level actions, plans, and goals of the platforms will remain quite restricted, commercial speech recognition
treating the identification of the user’s utterances as a finite classification problem, encoding those states
and actions. is always going to be adequate, and much faster and more reliable than full blown syntactic
analysis and semantic interpretation, especially in the face of the high word error rates that can be expected
from state-of-the-art speech recognition used as an input for parsing.

The place of language in the PACO-PLUS project is, rather, a theoretical investigation into the nature of lan-
guage itself, and its ontogeny in human child-language acquirers in prelinguistic sensory-motor cognition,
planning, and the Object-Action Complex (OAC) based knowledge representation developed elsewhere in
the project. While we apply this theory to an artificially constructed corpus of utterances, a substantial
emphasis on human language acquisition is involved.

The current deliverable, as specified in the Detailed Implementation Plan, is principally concerned with real
data of child-directed speech, and its relation to the differently-grounded artificial corpus. A substantial
amount of work was reported in the period up to M36 on transforming the dependency-annotated part of
the CHILDES corpus into a quasi-semantic representation for this purpose. Since that time we have under
Task 5.2.1 developed a general purpose language learner for that corpus. We have also applied the learner to
a newly available version of the GeoQuery database of question/database-query pairs (Wong and Mooney,
2007) that includes multilingual versions of the questions. We have also under Task 5.2.2 evaluated the
wide coverage CCG parser developed in prior work in comparison to the State of the Art, and as a model of
human sentence processing.

1.2 Task 5.2.1 Grammar Induction

The aim of this task is to build a general model of child language acquisition, taking strings in any lan-
guage paired with universal logical forms as input, and yielding an incrementally growing language-specific
lexicon and parsing model.

We have completed the adaptation of the CHILDES corpus ”Eve” annotation of 34 hours of English child-
directed utterances with dependency-structures (Sagae et al., 2007) to act as pseudo-logical forms for gram-
mar induction. Such structures are to some extent language-specific, but by ignoring linear ordering infor-
mation we can simulate a slightly simplified version of the childs problem of deciding which substructures
of the logical form are lexicalized, and what word-orders they encode as directional information.

Preliminary results show a significant grammar learning effect over the baseline of simple rote learning of all
previously encountered string-meaning pairs, using a generative parsing model (Kwiatkowksi, Goldwater
and Steedman 2009). 34 hrs of conversation is far less data than real children are exposed to, and there are
problems in adapting the CHILDES annotation to this purpose, so overall performance is still quite low.



IST-FP6-IP-027657 / PACO-PLUS

Page 5 of 40

Public

Nevertheless, we have taken the first step in building a universal model of first language acquisition using
realistic data.

We have also applied similar techniques to the GeoQuery corpus of 880 English questions concerning a ge-
ographical database and the corresponding query language terms (Wong and Mooney 2007). This artificial
corpus has been used for grammar induction by a number of groups, including Mooney’s own, and Zettle-
moyer and Collins (2005). However, their algorithms do not attempt the generality that we are trying to
achieve. Zettlemoyer has been visiting Edinburgh in 2009/2010 under separate NSF funding to collaborate
on this problem.

The sentences and logical forms in GeoQuery are long, and the combinatorics of the algorithm that works
for CHILDES scale data make it a much harder task. Techniques to work at this scale are still under
development. However, a major attraction of the GeoQuery corpus is that a 250 word subset has been been
translated into Turkish, Spanish, and Japanese (Lu et al. 2008). We have also translated the entire corpus
ourselves into Greek, German, and Thai. We are in the process of running the new language learner on these
datasets and a paper has been submitted (Kwiatkowksi et al. 2010).

All of this work is in principle applicable to the PACO demonstrator domains and platforms. We have
made substantial progress in inducing distinctively grounded action concepts from robot explorations and
observation of change for the Odense robot (Mourão, Petrick and Steedman 2009) and have proved the
scalability of the system using artificial planning domains taken from the annual AI planning competition
(Mourão, Petrick and Steedman 2010). This work is reported separately under D5.1.3, together with the
results of applying the PKS planner to robot dialogue management.

In theory, this knowledge representation could provide a suitable basis for a linguistic semantics of objects
and actions as an input to the existing language learners. However, the robot itself has a minute repertoire
of actions (varieties of grasp), plans (clearing up) and objects (cups), and the problems of collecting enough
data from it to work with, even in a non-interactive mode to acquire the action representation, are debilitat-
ing. We have not attempted to connect the existing language learners (as distinct from the conversational
agent) with existing grounded robot action representations. We will continue to work on this very hard prob-
lem, whose nature is discussed at length in Steedman 2010a,b, and in Appendix A to the present proposal.
However, for the purposes of the PACO project’s stated aims, we regard the goal of proving multilingual
capability for realistic datasets as a higher priority.

1.3 Task 5.2.2 Parsing

The above induced grammars are expressed as required in a format compatible with the UEDIN OpenCCG
parser/generator. However, the main problem with the learner is scaling to larger grammars and the long
sentences of the Geoquery corpus, which requires using the model in beam-search or Gibbs-sampling modes
that OpenCCG is not well adapted to or efficient enough for. The learner therefore remains transparent to
OpenCCG, rather than being expressed in OpenCCG as such.

Related parsers have been developed in OpenCCG to explore the separate problem of generalizing the Hock-
enmaier wide-coverage parser and parsing model using unlabeled data, as proposed in the Technical Annex.
An empirical investigation of the relation between these parsers and human psycholinguistic performance is
published as Morgan, Keller and Steedman 2010. A comparison between CCG wide coverage parsers and
other available parsers appears as Rimell, Clark and Steedman 2009. This work will continue under separate
ERC Advanced Fellowship funding obtained by Steedman.
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1.4 Conclusion

A number of significant developments are reported in the publications below:

• A significant grammar learning effect over a baseline of simply recalling all previously encountered
string-meaning pairs, is shown, using a generative parsing model over the English CHILDES data
(Kwiatkowski, Goldwater and Steedman, 2009—see B below)

• A significant multilingual grammar learning effect over the baseline is shown for a number of lan-
guages other than English (Kwiatkowski et al. 2010—see C below).

• CCG parsing is shown to be State of the Art in wide coverage parsing, with specific strengths in
long-range dependencies relevant to question answering—see D below.

• Head dependency models routinely used in wide coverage parsing are shown to predict human lan-
guage processing difficulty—see E below

A number of questions remain open at the time of this report and constitute further work.

• How can the low-level machine-learned robot action representations of D5.1.3 be linked to a high-
level natural language semantics to support non-trivial grounded language learning of the kind re-
ported here?

• How can the interpersonal semantics of mutual knowledge be brought into this learning?

• How can the complexity of building parsing models for universal grammar be better contained? By
better statistical methods such as sampling? Or by stronger constraints on the search space?

2. References
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3. APPENDICES

A number of additional documents are also attached to this deliverable. Here we briefly sketch the relation
of each paper to this workpackage and deliverable, and make links to the specific contribution of each paper.

[A] Report: The report provides a new definition of the relation of the action representation to the theory of
grammar, unifying the two systems theoretically via a shared characteristic automaton, the Embedded
Push-Down Automaton (EPDA).

[B] Kwiatkowski et al. (2009): The paper reports the application of the statistical language learning model
to the transformed CHILDES data.

[C] Kwiatkowski et al. (2010): The paper reports the application of the statistical language learning model
to the English, Turkish, Spanish and Japanese version of the GeoQuery database.

[D] Rimell et al. (2009): The paper presents a detailed comparison and error analysis of five publicly
available parsers, including our own, applied “out of the box” on seven challenging diagnostic con-
structions.

[E] Morgan et al. (2010): The paper uses a probabilistic head dependency parsing model from our wide
coverage parsers based on the Wall Street journal to predict psycholinguistic measures of processing
difficulty.



IST-FP6-IP-027657 / PACO-PLUS

Page 8 of 40

Public



Action and Language
Mark Steedman

Informatics, University of Edinburgh

The distinctive character of human information-processing and communication is its context-
dependence. While cognition is compositional, in the sense that thoughts are functions of their
parts, the compositional process itself is hugely ambiguous. Most of the problem of information
processing is that of eliminating ambiguity and (equivalently) supporting efficient inference.

For example, representations in the visual cortex are map-like in relation to the retina. We
know that this is not a mere accident of developmental inertia, because the auditory cortex of
nocturnal animals like owls is also map-like, although the original sense-data is not. In both
cases, the cortical represnetation is map-like because it supports efficient inference about spatial
relatiions that are relevant to acting in the world.

The logic-inspired computational formalisms for supporting world knowledge generally fail
to support efficient inference for realistic domains. Recent interest in an alternative brain-
inspired information and communication technology hopes to discover knowledge representa-
tions and semantic forms that do better, by being directly grounded in our way of being in the
world in the way that the owl’s auditory cortex is, and by being probabilistic and associative,
rather than purely logical.

Since the work of Lashley and Miller, Galanter and Pribram in the ’50s, it has been com-
monplace to associate language and other distinctively human aspects of serial behavior with an
underlying more primitive ability to make plans and reason about actions that we share with our
closest animal relatives, and to seek a common neural substrate for those faculties and sensory-
motor planning. Recently this link has been reinforced by the observation of co-localization
of brain activity caused by verbs and the motor actions they denote (Pulvermüller 2002). Be-
havioural experiments have further demonstrated a bidirectional interaction between processing
of actions, and processing of words related to those actions (Pulvermüller 2005; Boulenger et al.
2006; Scorolli and Borghi 2007; Glenberg, Sato and Cattaneo 2008.

It is interesting to ask whether the techniques that are used for planning robot action can be
applied to the analysis of this underlying sensory motor system, in order to see more clearly the
way in which language and other related cognitive ability could have become attached to it in
what in evolutionary terms amounts to a mere instant of a few million years.

The term planning is used in two distinct senses in the AI literature. One sense is used
at the level of motor-control, where it refers to the problem of finding optimal paths through
state spaces defined by often large amounts of raw sensory-motor data, using techniques like
dynamic programming (Bellman 1957; Sutton 1991). The other sense of the term refers to the
problem of finding sequences of actions to reach a state that satisfies some goal. States in this
second search space are abstract descriptions, represented by vectors of symbolic, essentially
propositional, features, representing properties of grounded named entities such as door(d1) and
open(d1). For reasons of speed and efficiency, rules of this second kind, representing actions
in such state-spaces, are represented by underspecified vectors, capturing changes in just a few
features of this kind, as in STRIPS rules (Fikes and Nilsson 1971), such as the following, which
means “if a door is shut and you push it, it stops being shut and becomes open”:

1
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{door(x)},shut(x)−◦[push(x)]open(x)

For similar reasons, such rules are often “deictic” in nature, applying to a small portion of
the world-state defined by a focus of attention (Agre and Chapman 1987; Duchon, Warren and
Kaelbling 1998).

Features like door(d1) and actions like push(d1) are essentially structured—that is, com-
posed of a predicate and one or more arguments—while expressions like door(x) and push(x)
in STRIPS rules like the above implicitly existentially quantify (or, equivalently, abstract) over
argument positions in such structured meanings.

It is hard to imagine how an animal could make plans of the kind investigated by Köhler
(1925), involving iterated use of tools such as (arbitrary numbers of) boxes to attain goals such
as obtaining bananas, without such structured representations and some means of abstracting
over individual instances.

It is also clear from Koehler’s work that such planning in apes is “object-oriented”, depending
on the immediate perceptual availability of the necessary tool, suggesting that a notion of “affor-
dance” is involved, associating objects like boxes with the actions that they mediate. Steedman
(2002b,a, 2004) associates affordance of objects with type-raising and seriation of affordances
into plans of action with function composition, and points out that these two combinatory oper-
ators can be viewed as fundamental to natural language syntax.

If such planning is “deliberative”, rather than purely reactive and policy-driven, and in-
volves searching a disjunctive branching space (or “Kripke model”) of alternative composed
sequences of actions under some regime such as forward-chaining breadth-first or iterative-
deepening search, it requires a push-down automaton (or more likely a finite-state simulation
of a PDA) to keep track of intermediate states and evaluations.

However, while apes (and presumably the common ancestor that we share with them) appear
to have access to affordance and seriation, and to define states in terms of structured mean-
ings, the apes, at least, do not appear to have truly recursive predicates in those structured
meanings(Premack and Premack 1983; Premack 1986). Propositional attitude predicates like
(someone) knowing (some fact) are intrinsically recursive. For example, the following (simpli-
fied) STRIPS rule for telling someone something has among its results, not only that they know
that thing, but that they know that the speaker knows that thing:

{person(x),¬know(x,y)}−◦[tell(x,y,z)]know(x,y),know(x,know(z,y))

(This rule has the useful effect of preempting the possibility that the hearer x might tell the
speaker z the same thing back.)

In order to draw the correct inference from recursive structured meanings like know(x,know(z,y)),
one needs a PDA. It therefore seems likely that such recursion requires the prior evolution of
the PDA (or a finite-state simulation thereof) for some independent purpose, such as search for
plans.

In this connection it is interesting that, if the ability to plan is extended to recursive actions
involving multiple agents, like make(harry,(make(rabbit,run))), in rules like the following,
then a generalization of a PDA, the Embedded PDA (EPDA) is required.

{person(x),rabbit(y),¬running(y)}−◦[make(x,(make(y,run)))]running(y)

2
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The EPDA is a PDA whose stack can itself contain stack-valued elements. The reason this
generalization is required is that such plans can build up an (in principle) unlimited number
of participants, represented here by variables x,y, . . . (although since the EPDA must also be
simulated in the same sense as the PDA, there will be a bound on their number). Vijay-Shanker
and Weir (1994) show that the EPDA is characteristic of some low-power generalizations of
CFG that have been claimed to be strongly adequate for capturing natural language, notably Tree
adjoining grammar (TAG, Joshi 1988) and Combinatory Categorial Grammar (CCG, Steedman
2000b). In particular, the latter framework requires only the addition of combinatory operations
of type-raising and composition to project lexical concepts onto syntactic derivations. We have
seen that such operations are already implicit in the mammalian planning system. Koechlin and
Jubault (2006) present fMRI evidence for a model of prefrontal cortex for processing start and
end points of functional segments of hierarchical action plans, which they argue would support
processing structures with multiple hierarchical levels.

It seems likely that it is the availability of recursive concepts of mind related to the ability to
make collaborative plans of the kind discussed by Hrdy (2009) that distinguishes humans from
their closest anthropoid cousins, and distinctively supports natural language. (Indeed, it is hard
to see how either coperative planning or communicative language could exist without the support
of such necessarily recursive propositional attitude concepts.)

We may therefore hypothesize that this conceptual-semantic understanding of mind is what
underlies the recursivity property of language and other distinctively cognitive abilities, includ-
ing music and even reflective consciousness itself, rather than the distinctively syntactic source
postulated by Hauser, Chomsky and Fitch (2002)

In summary, we may conjecture that the following progression, spanning a couple of hundred
million years of evolution of the mammalian neocortex, provided the necessary substrate for the
essentially instantaneous subsequent development of human language and the other cognitive
faculties we have mentioned.

1. Reactive planning with a nonrecursive KR (finite state)
2. Deliberative planning with a nonrecursive KR using (forward) chaining and breadth-first

fixed-depth or iterative deepening requires a (simulated) PDA, as well as composition and
type-raising.

3. A PDA supports recursion in the KR language.
4. Plan Inference in a recursive KR language requires simulating an EPDA.
5. An EPDA supports attested NL grammar

It is important to realize that we cannot expect to recapitulate this entire evolutionary pro-
gression using machine learning over a tabula rasa operating in a universe of pure sense data.
Evolution operates with essentially unbounded resources of computational space and time and a
disregard for consequences that it is inconceivable we can ever afford.

However, we can hope to replicate the progression from systems with recursive concepts,
composition and type-raising, and a (simulated) EPDA to systems like ourselves, with language
and other cognitive faculties that language supports, such as music.

Finney et al. (2002); Zettlemoyer, Pasula and Kaelbling (2005); Modayil and Kuipers
(2007b,a) and Mourão, Petrick and Steedman (2008, 2009, 2010), show that STRIPS rules can

3
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be learned from structured propositional state change representations derived automatically from
robots and/or simulations of agents acting in the world, using a variety of machine learning tech-
niques such as Hopfield nets, , and kernel-perceptron-based associative networks. Such learning
is resistant to noise and partial or incomplete observation, and rules can be extracted in symbolic
form from the neurocomputational matrix using techniques under development by Mourão, Pet-
rick and Steedman (2009), and applied using standard planners including the one developed by
UEDIN under the FP6 IP PACO-PLUS. This planner is adapted to planning with sensing actions
including speech acts such as questioning and informing (Steedman and Petrick 2007).

One may speculate that the grounded structured meaning representations of states and state-
changes, including knowledge states and state-changes, that have been induced in such work can
in turn be translated into a structured semantic representation or language of logical form that
will provides a suitable substrate for acquisition of a categorial lexicon for a range of grammar
fragments in a number of natural languages.

A crucial element of such meaning representations that has been missing from previous com-
putational studies of language acquisition, such as Siskind (1995); Villavicencio (2002); Zettle-
moyer and Collins (2005); Lu et al. (2008), is the interpersonal dimension—that “more cookies”
not only denotes cookies, but an act of offering or shared attention. In English, markers of
shared attention and propositional attitude including information-structural notions of “topic”,
“comment”, and novelty, are signaled by intonation and prosody (Steedman 2000a). Very young
children show exquisite sensitivity to these aspects of utterance, long before they control other
aspects of language (Fernald 1993). Steedman (2000a) shows that such information-structural
aspects of meaning are isomorphic to syntactic and semantic derivation, once the EPDA is de-
fined as the characteristic automaton for both planning and natural language processing.

It remains to show that the EPDA model immediately generalizes to robust planning and
NLP, and that standard statistical optimization techniques that we have already applied to plan-
ning and CCG parsing (Petrick and Bacchus 2004; Clark and Curran 2004) can be applied to
make our theory scale to large planning domains, grammars, and parsing models that are re-
quired for practical applications.

Such a demonstration will provide proof of concept for a relation of action and language,
and a role for probabilistic models in processing, that will bring the linguistic meaning rep-
resentation much closer to efficient grounded knowledge representation, to support tasks like
real-world inference, textual entailment for question answering, and statistical MT that existing
representations, based on standard predicate logics and first-order theorem provers, typically fail
on badly.
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1 Introduction

In this work we propose a universal model of syn-
tactic acquisition that assumes the learner is exposed
to pairs consisting of strings of word-candidates and
contextually-afforded meaning-representations.

Previous attempts to model the learning of syntax
(Siskind 1992, 1995, 1996; Villavicencio 2002; Yang
2002; Buttery 2003) have tended to adopt a “parameter-
setting” approach (Hyams 1986; Gibson & Wexler
1995; Fodor 1998). However, recent work in the related
task of inducing a grammar from a corpus of paired
English sentences and database queries (Zettlemoyer
& Collins 2005, Zettlemoyer & Collins 2007, Wong
& Mooney 2007, Lu et al. 2008) has shown that it is
possible to learn grammars without this “switch like”
mechanism by using the structure of the meaning repre-
sentation to bootstrap the syntactic learning procedure.

The present paper shows that these related methods
can be generalized to provide a universal model of child
language acquisition and our model is designed to be
psycholinguistically plausible: the initialisation of the
grammar is language independent and should be able
to learn any plausible word order; and the model learns
in a sequential manner from sentence - meaning pairs.
For the purposes of this paper, we present only the case
of learning from unambiguous sentence-meaning pairs.
However, the principles used will extend to the case
of learning in the face of spurious distracting meaning
candidates that are contextually supported but irrele-
vant to the utterance.

2 Logical Form

Sagae et al. 2007 have recently annotated a substantial
part of the English section of the CHILDES database
with dependency graphs of the kind illustrated in figure
1. While this annotation scheme was designed to rep-
resent syntactic relations, these dependency graphs can
be viewed as impoverished logical forms representing
pure predicate-argument meaning relations, provided
that the following language-specific aspects of the an-
notation are ignored by the learner. First, the learner
must make no use of the fact that the dependency graph
aligns the terminals of the predicate argument structure
with words of English in an English sentence. For ex-
ample, the learner must consider the possibility that the
unknown word “blocks” corresponds to the semantic
predicateget in figure 2.

Second, the learner must also ignore the fact that the
mapping from nodes in the dependency graph to En-

glish words is one-to-one. For example, it should con-
sider the possibility that the word “get” corresponds to
the compound meaning abbreviated asget out.

Third, the learner must map dependency graphs like
figure 1 onto structured logical forms like figure 2, in
which terms must first be distinguished as functors, ar-
guments, or adjuncts, so that they can be semantically
typed.

We can assume that POS tags likeNN, VP and di-
rectional dependencies labeled with relations likejct
in dependency graphs like (1) can be mapped by rule
in this way onto semantic types which for mnemonic
reasons and ease of reading we will represent as ba-
sic unlinearized category schemataS, NP, S|NP, etc.:
These type-schemata should be thought of as primarily
semantic in nature, distinct from directional syntactic
types likeS, NP, S\NP, etc. that instantiate them for a
particular language The full set of such type schemata
is given in figure A-1.

3 CCG Universal Grammar

A Combinatory Categorial Grammar consists of a
language-specific lexicon whose entries are triples
〈word := syntactic category: logical form〉, and a uni-
versal set of syntactic combinatory rules that project the
lexicon of a language onto its sentences.

For example, the English lexicon includes the fol-
lowing entries:

the := NP/N : the
blocks := N : blocks

The syntactic typeNP/N identifies English “the” as
combining with nouns of typeN to its right to yield
NPs. The corresponding lexical entry in a determiner-
final language such as Lakhota would be written ki:=
NP\N : the. The logical formthe is a place-holder for
the presumed universal semantics of definites, which
may or may not be separately lexicalized in any given
language.

The present paper uses only the rules of Application
and Harmonic Composition, illustrated in figure A-2 as
a result of which, the present system can only learn lan-
guages that are weakly context-free. However, it will
generalize to the trans-context-free set covered by full
CCG.

Consider the case in which a child equipped with
the above universal rules but with no lexicon at all
hears the sentenceMORE DOGGIES! and knows un-
ambiguously that this meansmore dogs. She can ap-
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Figure 2: pseudo logical form

ply the universal combinatory rules in reverse to the
pair NP : more dogsto directly generate all possible
ways that universal rules could project all possible lex-
ical entries, pairing all possible words with all possible
decompositions of the logical forms. As the only two
combinatory rules that have a non-function category as
their result are the rules of function application, the
type-and-meaning representationNP : more dogsgen-
erates just three derivations, illustrated in A-1.3.

Of these, the first derivation is correct for
determiner-first languages like English. The second
would be correct for a determiner-final language like
Lakhota. The third would be correct for a language
wheremore dogswas realized as a single word.

4 Model

We use a probabilistic parsing model to generate all
candidate parses for each sentence/logical-form pair in
the training set. This model, described in A-1.4, works
by first generating a syntactic parse tree with CCG
syntactic categories at the nodes before then generat-
ing associated components of logical-form and words
at the leaves of this tree. The model makes use of
the conjugate-exponential Dirichlet Distribution and
Dirichlet Process priors and is trained using the online
Variational Bayesian Expectation Maximisation algo-
rithm (Beal (2003)). This training procedure is online
in the strong sense that each training pair is seen se-
quentially and only once.

5 Experiments

The model is trained on a set of 3599 child-directed
sentence; logical-form pairs from the first 15 files of
the Eve corpus discussed in section 2. These were
collected between the ages of 1;6 and 2;1 (years;
months) and only those sentences of 6 words or
fewer were used, giving 104 word candidates for
which the universal grammar licenses 2×105 distinct
〈word,meaning,syntactic category〉 triples. Our test
set is made up of the child-spoken sentence; logical-
form pairs from files 14 and 15 of the Eve corpus (col-
lected at age 2;1).

Our evaluation is similar to that used in the semantic
parsing literature, where the parsing model is used to
predict logical-forms for a test set of sentences. We
score these predicted logical-forms against the gold
standard logical-forms with which the test sentences
are annotated, reporting both exact-match accuracy

and partial-match accuracy, where the latter relates to
the directed, labelled, dependencies within the logical-
forms.

Table 1 gives precision, recall and f-score for both
exact-match accuracy and partial match accuracy. Re-
sults are reported for the full test set and also for the
subset (79%) of the test set which contains only words
that were observed in the training set. These results

Words seen in training set
Precision Recall f-score

exact-match
baseline 100 13.6 23.9
model 62 36 45.5

partial-match
baseline 100 19 31.9
model 70 74 71.9

Full training set
Precision Recall f-score

exact-match
baseline 100 10 18.2
model 51 28 36.2

partial-match
baseline 100 16.3 28.0
model 61.9 67.5 64.6

Table 1:

show the parsing model significantly outperforming the
baseline of memorised seen sentence-meaning pairs in-
dicating an accurate lexicon and grammar. It should
be noted that the training data for our model consti-
tutes only a small subset of the child’s full linguistic
exposure (34 hours over a 7 month period). We expect
would perform with a much higher accuracy if it were
given a training set of a comparable size to that avail-
able to the child.

6 Conclusion

The above account represents the first step in build-
ing a universal model of first language acquisition. We
have shown that there is a general method for mapping
strings of English paired with impoverished meaning
representations derived from dependency annotations
onto a grammar/parser that builds such knowledge rep-
resentations, without any English-specific language en-
gineering, and that the parser trained on a subset of the
Eve corpus in a psycholinguistically plausible online
manner has built a reasonably accurate model of the
CCG lexicon and grammar on the basis of a very small
amount of data.
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A-1 Supporting Material

A-1.1 Type schemata

S[dcl]: for declarative sentences

S[wh] : for wh questions

S[q] : for Yes/No questions

S[to]|NPSUBJ: for to-infinitives

S[b]|NPSUBJ: for bare-infinitives

NPSUBJ: for subject noun phrases

NPOBJ: for object noun phrases

NPPRED: for predicate noun phrases

NP: for noun phrases

N : for nouns

PP: for prepositional phrases

Figure A-1: Semantic type schemata

A-1.2 CCG combinators

Application
X: f (a)→ X/Y:λx. f (x) Y:a
X: f (a)→ X\Y:λx. f (x) Y:a

Harmonic Composition
X/Z:λx. f (g(x))→ X/Y:λx. f (x) Y/Z:λx.g(x)
X\Z:λx. f (g(x))→ Y\Z:λx.g(x) X\Y:λx. f (x)

Figure A-2: CCG combinators

A-1.3 Parse forest

The type-and-meaning representationNP : more N :
dogsgenerates just three derivations:

a. MORE DOGGIES !

NP/N : more′((e,t),e) N : dogs′(e,t)
>

NP : more′dogs′e

b. MORE DOGGIES !

N : dogs′(e,t) NP\N : more′((e,t),e)
<

NP : more′dogs′e

c. MORE DOGGIES !

NP : more′dogs′e

A-1.4 Parsing Model

In order to generate a parse, the model first generates
a syntactic parse tree with CCG syntactic categories
at the nodes before then generating associated compo-
nents of logical-form and words at the leaves of this
tree.

We denote a single syntactic node in the parse tree as
σ, a single node representing a component of logical-
form asλ and a single word node asφ.

The generative process used to generate a string of
words and associated component of logical-form is il-
lustrated in figure A-1.4 (for which we have borrowed
elements of the notation of Liang et al. (2007) since -
as they point out - there is no convenient way of repre-
senting parse trees in the visual language of traditional
graphical models).

This process proceeds by first drawing the top node
of the parse tree (σtop) from a Multinomial distribution
over the atomic syntactic categories. We then build the
tree by recursively drawing either a pair of syntactic
children (〈σl(i),σr(i)〉) or a lexical item from each syn-
tactic nodeσi in the parse tree.

In order to decide whether to generate a pair of syn-
tactic children or lexical item for each syntactic node
σi , the model draws a binaryrule-typevariable (ti) from
a Binomial distribution. If this variable licenses a syn-
tactic expansion then the syntactic children ofσi are
drawn from a Multinomial distribution covering all the
possible expansions ofσi according to the universal
grammar.

Alternatively, if ti indicates thatσi is a leaf node in
the parse then a component of logical formλi is drawn
from a Multinomial conditioned on the categoryσi and
a word φi is then drawn from a Multinomial condi-
tioned on the〈σi ,λi〉 pair.

We define priors for each of the Multinomial distri-
butions used in this procedure and in the generation of
a single parse, the parameters of the Multinomials are
drawn from these priors (note that the Binomial distri-
bution is a special case of the Multinomial).

For the Multinomial distributions used in producing
the top syntactic node of the tree; the syntactic chil-
dren of each non-terminal syntactic node; and therule-
typevariables, we assign conjugate-exponential Dirich-
let priors.

For the Multinomial distributions used to generate
the components of logical-form and the words how-
ever, we cannot use the Dirichlet Distribution prior as
the full scope of the lexicon cannot be known to the
child (and therefore to our model) before the start of
the language acquisition procedure. For these distri-
butions we then use the infinitely expandable (but still
conjugate-exponential) Dirichlet Process as a prior.

It should be observed that none of the nodes in fig-
ure A-1.4 are observed as we do not know the correct
segmentation of either the sentence or the sentential
logical-form. However, given the syntactic derivation
created and the linear order of the leaf nodes, there is a
deterministic (probability 1) mapping between the ele-
mentsφi ,λi : i = 1...N and the observed pair (S,I), we
have just chosen not to depict this in figure A-1.4 for
reasons of clarity.
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)
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)

If ti =Binary-Production:

If ti =Emission:

θPσi
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)

〈σl(i), σr(i)〉 ∼ Multinomial(θPσi
)

θEσi
∼ DP (αλ, Hσ→λ)
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φi ∼ Multinomial(θ〈σ,λ〉i )

Figure A-3:
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Abstract

1 Introduction

Given the notorious shortage of language-
specific syntactically labeled treebank data,
there is some interest to the idea that seman-
tic grammars could be induced from naturally-
occurring, language-independent corpora of
meaning-representations such as database
queries, paired with sentences expressing their
meaning in the target language.
Recently there has been a variety of work

in developing semantic parsers that represent
the mapping between sentence and meaning
which can be trained on a set of sentences
annotated with logical forms (Zettlemoyer &
Collins, 2005; Wong & Mooney, 2007; Zettle-
moyer & Collins, 2007; Lu et al., 2008). Each
of these approaches builds a grammar that
maps the words of the sentences to a fragment
of such logical-forms then combines these frag-
ments to give a full sentential meaning. Zettle-
moyer & Collins (2005, 2007) do this by mod-
eling meanings using a lambda calculus repre-
sentation and inducing a Combinatory Cate-
gorial Grammar (CCG) to control the order of
combination of the components of the logical
form that are learnt at the level of the lexicon.
CCG is a natural choice for the task of se-

mantic parsing since it is fully transparent to
the order of composition of the semantics in
the parse tree. Previous work that has used
CCG in this way (Zettlemoyer & Collins, 2005,
2007) has relied on the use of language specific
syntactic templates to generate the lexical en-
tries required to model the mapping between
sentence and meaning.
We introduce a language-independent

method of proposing candidate lexical entries
by using a constrained form of higher-order

unification. This algorithm uses the internal
compositional structure of the logical form
along with the set of CCG combinators
to define a set of syntactic parses for any
sentence, logical form pair in a manner that
is neither language or domain specific.

We test this approach on the geo250 dataset
generally used for evaluation of multilingual
semantic parsers and show that we achieve re-
sults that are in line with state of the art sys-
tems that require significant hand engineered
domain specific knowledge.

2 Background.

2.1 Logical Forms.

We follow Zettlemoyer & Collins (2005) in rep-
resenting the semantics of the sentences in our
training data using a typed lambda-calculus
language with three basic types: e for entities,
t for truth values and i for numbers. These ba-
sic types may be combined to form functional
types such as 〈e, t〉, the type of a function
that maps from entities to truth values. These
functional types may, in turn, be combined to
form functional types of arbitrary complexity.

The lambda calculus expressions corre-
sponding to logical forms of the sentences in
the training corpus are made of constants
(which may be entities, numbers or func-
tions); logical connectors; quantifiers and
lambda bindings (which identify the vari-
ables over which functions apply).

2.2 Higher order unification.

The Higher Order Unification algorithm
(Huet, 1975) uses an inversion of the function
application and function composition opera-
tions on a logical-form H to give the set of
logical-form pairs {F, G } that can be com-
bined to yield H. This is summarised below:
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Given H, find F,G s.t.

H = F (G)

H = λx.F (G(x))

In its full form the problem of Higher Order
Unification is undecidable but we avoid this
complication by constraining the algorithm as
described in section.3.1.

2.3 Combinatory Categorial
Grammar.

The Combinatory Categorial grammar Steed-
man (2000) is a strongly lexicalised grammar
formalism that couples syntax and semantics
tightly, and computes the syntactic derivation
and semantic interpretation of a sentence syn-
chronously. CCG syntactic categories may
be either atomic S, NP or complex A/B,
A\B where A and B can themselves be com-
plex. CCG assumes a (functional) mapping
between such syntactic categories and the se-
mantic type of the corresponding logical form.
For the purposes of the present paper, we as-
sume a very coarse grained semantic type sys-
tem the number of atomic syntactic categories
supported is restricted to NP for anything of
type e or i and S for anything of type t.

The slashes in complex categories define the
ways in which these categories can apply or
compose with adjacent ones in order to form
a parse. These slashes are a direct syntac-
tic counterpart of the lambdas used to control
variable binding in the logical forms, as illus-
trated in Fig. 2 which shows the function ap-
plication and harmonic function composition
rules of CCG along with their semantic se-
mantic counterparts. The syntactic categories
add information about language-specific word-
order—that is, whether each argument is to
the left \ or right / of the function.

Application
X/Y:λx.f(x) Y:a → X:f(a)
X\Y:λx.f(x) Y:a → X:f(a)

Harmonic Composition
X/Y:λx.f(x) Y/Z:λx.g(x) → X/Z:λx.f(g(x))
Y\Z:λx.g(x) X\Y:λx.f(x) → X \ Z:λx.f(g(x))

Figure 2: CCG combinators

Fig. 1 shows a pair of semantically anno-
tated CCG parses. Each node in the parse
tree is signed with a wordspan, logical-form
and syntactic category triple. The CCG lexi-
con Λ stores sets of these triples that can then
be used to form parses.
The combinators of Fig. 2 can be inverted to

nondeterministically build trees from the top
down as is illustrated in Fig. 3

Inverted Application
X:f(a) → X/Y:λx.f(x) Y:a
X:f(a) → X\Y:λx.f(x) Y:a

Inverted Harmonic Composition
X/Z:λx.f(g(x)) → X/Y:λx.f(x) Y/Z:λx.g(x)
X\Z:λx.f(g(x)) → Y\Z:λx.g(x) X\Y:λx.f(x)

Figure 3: CCG combinators

This is the syntactic counterpart to the
Higher Order Unification algorithm described
in section.3.1.

2.4 Log linear models of CCG.

In higher order unification and the rules of the
grammar we have a system that defines a set
of parses for each logical form, sentence pair.
We now introduce a log linear model that can
be used to score each of these parses according
to a learnt parameter set both at training and
test time.
The model consists of a feature vector f

and a parameter vector w where there is one
parameter assigned to each feature. We use
f(L, T, S) to represent the feature set of a
logical-form (L); sentence (S); parse tree (T);
triple. This triple is then scored using the dis-
tribution below.

P (L, S, T ) = ef(L,T,S).w

The conditional probabilities P (|L, S), needed
at training time and P (L, T |S), needed at test
time are calculated as:

P (T |L, S) = ef(L,T,S)ẇ∑
T ef(L,T,S)ẇ

P (lf, t|s) = ef(L,T,S)ẇ∑
(T,L) e

f(L,T,S)ẇ

Each of the lexical entries in the grammar
Λ has one feature in the feature vector f.
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Utah borders Idaho

NP (S\NP )/NP NP
utah λx.λy.borders(y, x) idaho

>
(S\NP )

λy.borders(y, idaho)
<

S
borders(utah, idaho)

What states border Texas

(S/(S\NP ))/N N (S\NP )/NP NP
λf.λg.λx.f(x) ∧ g(x) λx.state(x) λx.λy.borders(y, x) texas

> >
S/(S\NP ) (S\NP )

λg.λx.state(x) ∧ g(x) λy.borders(y, texas)
>

S
λx.state(x) ∧ borders(x, texas)

Figure 1: Two examples of CCG parses.

f(L, T, S) represent the set of lexical features
that are used in 〈L, T, S〉 - one for each lexical
item used.

Any configuration of the weight vector w
along with the lexicon Λ represents a proba-
bilistic CCG. Since our grammar framework
supports too many lexical items for us to real-
istically model, we use a sparse representation
of the Λ that only has entries for those lexical
items which have been used at some point dur-
ing training. The learning algorithm outlined
in the next section that fills this lexicon with
entries while also optimising the parameter set
w.

3 Learning algorithm

We extend the perceptron learning algo-
rithm of Zettlemoyer & Collins (2007)
to use our new language-independent-parse-
generation step to propose new lexical can-
didates where Zettlemoyer & Collins (2007)
used language specific templates. The learn-
ing algorithm is described in Fig. 4 and only
differs in the GENLEX step where we use a
constrained form of higher order unification
paired with the inverted CCG combinators of
3 to propose new candidate lexical entries.

3.1 Constrained Higher Order
Unification.

The problem of Higher Order Unification is, in
its full form, undecidable. Here we present a
set of constraints that do not impinge upon the
grammar’s ability to model the dataset used
while reducing to a manageable size the num-
ber of splits to be considered at each step of
the parse generation.

• Force every node in parse to represent a
non-empty span of the sentence. This up-
per bounds the number of nodes in the
parse tree.

Inputs: Training examples {(xi, zi) : i = 1 . . . n}
where each xi is a sentence, each zi is a logical
form. An initial lexicon Λ0. Number of training
iterations, T .

Definitions: GENLEX(x, z) takes as input a sen-
tence x and a logical form z and returns a
set of lexical items as described in section 3.2.
GEN(x; Λ) is the set of all parses for x with lex-
icon Λ. GEN(x, z; Λ) is the set of all parses for
x with lexicon Λ, which have logical form z. The
function f(x, y) represents the features described
in section 2.4. The function L(y) maps a parse
tree y to its associated logical form.

Initialization: Set parameters w to 0.1. Set Λ = Λ0.

Algorithm:

• For t = 1 . . . T, i = 1 . . . n :

Step 1: (Check correctness)

• Let y∗ = argmaxy∈GEN(xi;Λ) w · f(xi, y) .

• If L(y∗) = zi, go to the next example.

Step 2: (Lexical generation)

• Set λ = Λ ∪GENLEX(xi, zi) .

• Let y∗ = argmaxy∈GEN(xi,zi;λ) w · f(xi, y)
.

• Define λi to be the set of lexical entries in
y∗.

• Set lexicon to Λ = Λ ∪ λi .

Step 3: (Update parameters)

• Let y′ = argmaxy∈GEN(xi;Λ) w · f(xi, y) .

• If L(y′) 6= zi :

• Set w = w + f(xi, y
∗)− f(xi, y

′) .

Output: Lexicon Λ together with parameters w.

Figure 4: An online learning algorithm.
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Model English Spanish Turkish Japanese

WASP 0.70 0.72 0.62 0.74

Lu et al. (2008) 0.72 0.79 0.67 0.76

HUBL 0.79 0.78 0.66 0.76

Table 1: Recall on geo250

• Rule out vacuous extractions of the type
λx.f a → f .

• Restrict the splits so that they only intro-
duce one new variable. The effect of this
restriction is illustrated in Fig. 3.1.

Allow

λxf(g(a, x)) → λyλx.f(y(x)) λz.g(a, z)

Dissallow

λxf(g(a, x)) → λyλx.f(y(a, x)) λuλz.g(u, z)

Figure 5:

3.2 GENLEX

The GENLEX step of the learning algorithm
packs the parse chart by sampling a set of 100
parses that correctly map the sentence onto
the logical-form. Each of these samples pro-
ceeds by first fixing the root node of the parse
tree to represent the correct logical-form and
covering the full sentence span then recursively
splitting nodes in the incomplete parse tree
and adding the pair of child nodes to the parse
chart.

Each split is performed by first choosing a
split of the logical form along with a split of
the word span and then assigning each side
of this split a syntactic category that is con-
sistent with both the type of the logical form
and the syntactic combinator that has been
used in reverse to effect the split. We continue
to split nodes in the parse tree until each leaf
node accounts for a span of one word but we
also add all intermediate nodes to the parse
chart as candidate lexical entries so that the
algorithm is able to learn multiword elements.

4 Experiments

We perform our experiments on the the
Geo250 domain of geographical database
queries Wong & Mooney (2007). This has
natural language sentences in English, Span-
ish, Turkish and Japanese paired with logical
forms.

Evaluation is done using 10-fold cross vali-
dation with the same splits used by Wong &
Mooney (2007) and Lu et al. (2008). We fol-
low Zettlemoyer & Collins (2005) in initialis-
ing the weight vector with a weight of 50 for
lexical entries representing each of the named
entities supported by the GeoQuery database
domain.

We score the algorithm by using it to pre-
dict the highest scoring logical form for each of
the test sentences and checking this predicted
logical form against the gold standard anno-
tation. We report Recall - the ratio of the
number of logical-forms correctly predicted to
the total number of test sentences - and com-
pare our higher order unification based learner
(HUBL) to previous work from WASP Wong
& Mooney (2007) and Lu et al. (2008). Our
results are directly comparable to those of the
WASP system as it uses prolog queries to rep-
resent meaning which are similar in form to
the λ-calculus used by HUBL. The model of
Lu et al. (2008) uses a form of variable free
logic to represent the meaning of the sentence
which is significantly less expressive than the
lambda-calculus used by HUBL so the outputs
of these two systems are not directly compa-
rable.

It is apparent from Table. 3 that HUBL
achieves higher recall than WASP despite the
fact that WASP has access to a significant
amount of hard coded domain specific knowl-
edge controlling the allowable composition of
the logical forms. HUBL also achieves recalls
in line with Lu et al. (2008) despite having
to learn from the far bigger hypothesis space
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licensed by the lambda-calculus logical forms.

5 Conclusions.
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Abstract

This paper introduces a new parser eval-
uation corpus containing around 700 sen-
tences annotated with unbounded depen-
dencies, from seven different grammatical
constructions. We run a series of off-the-
shelf parsers on the corpus to evaluate how
well state-of-the-art parsing technology is
able to recover such dependencies. The
overall results range from 25% accuracy
to 59%. These low scores call into ques-
tion the validity of using Parseval scores
as a general measure of parsing capability.
We discuss the importance of parsers be-
ing able to recover unbounded dependen-
cies, given their relatively low frequency
in corpora. We also analyse the various er-
rors made on these constructions by one of
the more successful parsers.

1 Introduction

Statistical parsers are now obtaining Parseval
scores of over 90% on the WSJ section of the Penn
Treebank (Bod, 2003; Petrov and Klein, 2007;
Huang, 2008; Carreras et al., 2008). McClosky et
al. (2006) report an F-score of 92.1% using self-
training applied to the reranker of Charniak and
Johnson (2005). Such scores, in isolation, may
suggest that statistical parsing is close to becom-
ing a solved problem, and that further incremental
improvements will lead to parsers becoming as ac-
curate as POS taggers.

A single score in isolation can be misleading,
however, for a number of reasons. First, the single
score is an aggregate over a highly skewed distri-
bution of all constituent types; evaluations which
look at individual constituent or dependency types
show that the accuracies on some, semantically
important, constructions, such as coordination and
PP-attachment, are much lower (Collins, 1999).

Second, it is well known that the accuracy of
parsers trained on the Penn Treebank degrades
when they are applied to different genres and do-
mains (Gildea, 2001). Finally, some researchers
have argued that the Parseval metrics (Black et al.,
1991) are too forgiving with respect to certain er-
rors and that an evaluation based on syntactic de-
pendencies, for which scores are typically lower,
is a better test of parser performance (Lin, 1995;
Carroll et al., 1998).

In this paper we focus on the first issue, that the
performance of parsers on some constructions is
much lower than the overall score. The construc-
tions that we focus on are various unbounded de-
pendency constructions. These are interesting for
parser evaluation for the following reasons: one,
they provide a strong test of the parser’s knowl-
edge of the grammar of the language, since many
instances of unbounded dependencies are diffi-
cult to recover using shallow techniques in which
the grammar is only superficially represented; and
two, recovering these dependencies is necessary
to completely represent the underlying predicate-
argument structure of a sentence, useful for appli-
cations such as Question Answering and Informa-
tion Extraction.

To give an example of the sorts of constructions
we are considering, and the (in)ability of parsers
to recover the corresponding unbounded depen-
dencies, none of the parsers that we have tested
were able to recover the dependencies shown in
bold from the following sentences:

We have also developed techniques for recognizing and

locating underground nuclear tests through the waves in the

ground which they generate.

By Monday , they hope to have a sheaf of documents both

sides can trust.
By means of charts showing wave-travel times and depths

in the ocean at various locations , it is possible to estimate

the rate of approach and probable time of arrival at Hawaii

of a tsunami getting under way at any spot in the Pacific .
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The contributions of this paper are as follows.
First, we present the first set of results for the
recovery of a variety of unbounded dependen-
cies, for a range of existing parsers. Second, we
describe the creation of a publicly available un-
bounded dependency test suite, and give statistics
summarising properties of these dependencies in
naturally occurring text. Third, we demonstrate
that performing the evaluation is surprisingly dif-
ficult, because of different conventions across the
parsers as to how the underlying grammar is rep-
resented. Fourth, we show that current parsing
technology is very poor at representing some im-
portant elements of the argument structure of sen-
tences, and argue for a more focused construction-
based parser evaluation as a complement to exist-
ing grammatical relation-based evaluations. We
also perform an error-analysis for one of the more
successful parsers.

There has been some prior work on evaluating
parsers on long-range dependencies, but no work
we are aware of that has the scope and focus of
this paper. Clark et al. (2004) evaluated a CCG

parser on a small corpus of object extraction cases.
Johnson (2002) began the body of work on insert-
ing traces into the output of Penn Treebank (PTB)
parsers, followed by Levy and Manning (2004),
among others. This PTB work focused heavily
on the representation in the Treebank, evaluat-
ing against patterns in the trace annotation. In
this paper we have tried to be more “formalism-
independent” and construction focused.

2 Unbounded Dependency Corpus

2.1 The constructions

An unbounded dependency construction contains
a word or phrase which appears to have been
moved, while being interpreted in the position
of the resulting “gap”. An unlimited number
of clause boundaries may intervene between the
moved element and the gap (hence “unbounded”).

The seven constructions in our corpus were cho-
sen for being relatively frequent in text, compared
to other unbounded dependency types, and rela-
tively easy to identify. An example of each con-
struction, along with its associated dependencies,
is shown in Table 1. Here we give a brief descrip-
tion of each construction.

Object extraction from a relative clause is
characterised by a relative pronoun (a wh-word or
that) introducing a clause from which an argument

in object position has apparently been extracted:
the paper which I wrote. Our corpus includes
cases where the extracted word is (semantically)
the object of a preposition in the verb phrase: the
agency that I applied to.

Object extraction from a reduced relative
clause is essentially the same, except that there is
no overt relative pronoun: the paper I wrote; the
agency I applied to. We did not include participial
reduced relatives such as the paper written by the
professor.

Subject extraction from a relative clause is
characterised by the apparent extraction of an ar-
gument from subject position: the instrument that
measures depth. A relative pronoun is obligatory
in this construction. Our corpus includes passive
subjects: the instrument which was used by the
professor.

Free relatives contain relative pronouns with-
out antecedents: I heard what she said, where
what does not refer to any other noun in the sen-
tence. Free relatives can usually be paraphrased by
noun phrases such as the thing she said (a standard
diagnostic for distinguishing them from embedded
interrogatives like I wonder what she said). The
majority of sentences in our corpus are object free
relatives, but we also included some adverbial free
relatives: She told us how to do it.

Object wh-questions are questions in which the
wh-word is the semantic object of the verb: What
did you eat?. Objects of prepositions are included:
What city does she live in?. Also included are a
few cases where the wh-word is arguably adver-
bial, but is selected for by the verb: Where is the
park located?.

Right node raising (RNR) is characterised by
coordinated phrases from which a shared element
apparently moves to the right: Mary saw and Su-
san bought the book. This construction is unique
within our corpus in that the “raised” element can
have a wide variety of grammatical functions. Ex-
amples include: noun phrase object of verb, noun
phrase object of preposition (material about or
messages from the communicator), a combination
of the two (applied for and won approval), prepo-
sitional phrase modifier (president and chief exec-
utive of the company), infinitival modifier (the will
and the capacity to prevent the event), and modi-
fied noun (a good or a bad decision).

Subject extraction from an embedded clause
is characterised by a semantic subject which is ap-
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Object extraction from a relative clause
Each must match Wisman’s “pie” with the fragment that he carries with him.

dobj(carries, fragment)

Object extraction from a reduced relative clause
Put another way, the decline in the yield suggests stocks have gotten pretty rich in price relative to the

dividends they pay, some market analysts say.

dobj(pay, dividends)

Subject extraction from a relative clause
It consists of a series of pipes and a pressure-measuring chamber which record the rise and fall of the

water surface.

nsubj(record, series)
nsubj(record, chamber)

Free relative
He tried to ignore what his own common sense told him, but it wasn’t possible; her motives were too

blatant.

dobj(told, what)

Object wh-question
What city does the Tour de France end in?

pobj(in, city)

Right node raising
For the third year in a row, consumers voted Bill Cosby first and James Garner second in persuasiveness

as spokesmen in TV commercials, according to Video Storyboard Tests, New York.

prep(first, in)
prep(second, in)

Subject extraction from an embedded clause
In assigning to God the responsibility which he learned could not rest with his doctors, Eisenhower

gave evidence of that weakening of the moral intuition which was to characterize his administration
in the years to follow.

nsubj(rest, responsibility)

Table 1: Examples of the seven constructions in the unbounded dependency corpus.

parently extracted across two clause boundaries,
as shown in the following bracketing (where ∗
marks the origin of the extracted element): the
responsibility which [the government said [∗ lay
with the voters]]. Our corpus includes sentences
where the embedded clause is a so-called small
clause, i.e. one with a null copula verb: the plan
that she considered foolish, where plan is the se-
mantic subject of foolish.

2.2 The data

The corpus consists of approximately 100 sen-
tences for each of the seven constructions; 80 of

these were reserved for each construction for test-
ing, giving a test set of 560 sentences in total, and
the remainder were used for initial experimenta-
tion (for example to ensure that default settings for
the various parsers were appropriate for this data).
We did not annotate the full sentences, since we
are only interested in the unbounded dependencies
and full annotation of such a corpus would be ex-
tremely time-consuming.

With the exception of the question construc-
tion, all sentences were taken from the PTB, with
roughly half from the WSJ sections (excluding
2-21 which provided the training data for many
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of the parsers in our set) and half from Brown
(roughly balanced across the different sections).
The questions were taken from the question data
in Rimell and Clark (2008), which was obtained
from various years of the TREC QA track. We
chose to use the PTB as the main source because
the use of traces in the PTB annotation provides a
starting point for the identification of unbounded
dependencies.

Sentences were selected for the corpus by a
combination of automatic and manual processes.
A regular expression applied to PTB trees, search-
ing for appropriate traces for a particular con-
struction, was first used to extract a set of can-
didate sentences. All candidates were manually
reviewed and, if selected, annotated with one or
more grammatical relations representing the rel-
evant unbounded dependencies in the sentence.
Some of the annotation in the treebank makes
identification of some constructions straightfor-
ward; for example right node raising is explicitly
represented as RNR. Indeed it may have been pos-
sible to fully automate this process with use of
the tgrep search tool. However, in order to ob-
tain reliable statistics regarding frequency of oc-
currence, and to ensure a high-quality resource,
we used fairly broad regular expressions to iden-
tify the original set followed by manual review.

We chose to represent the dependencies as
grammatical relations (GRs) since this format
seemed best suited to represent the kind of seman-
tic relationship we are interested in. GRs are head-
based dependencies that have been suggested as a
more appropriate representation for general parser
evaluation than phrase-structure trees (Carroll et
al., 1998). Table 1 gives examples of how GRs
are used to represent the relevant dependencies.
The particular GR scheme we used was based on
the Stanford scheme (de Marneffe et al., 2006);
however, the specific GR scheme is not too crucial
since the whole sentence is not being represented
in the corpus, only the unbounded dependencies.

3 Experiments

The five parsers described in Section 3.2 were used
to parse the test sentences in the corpus, and the
percentage of dependencies in the test set recov-
ered by each parser for each construction was cal-
culated. The details of how the parsers were run
and how the parser output was matched against
the gold standard are given in Section 3.3. This

Construction WSJ Brown Overall

Obj rel clause 2.3 1.1 1.4
Obj reduced rel 2.7 2.8 2.8
Sbj rel clause 10.1 5.7 7.4
Free rel 2.6 0.9 1.3
RNR 2.2 0.9 1.2
Sbj embedded 2.0 0.3 0.4

Table 2: Frequency of constructions in the PTB

(percentage of sentences).

is essentially a recall evaluation, and so is open
to abuse; for example, a program which returns all
the possible word pairs in a sentence, together with
all possible labels, would score 100%. However,
this is easily guarded against: we simply assume
that each parser is being run in a “standard” mode,
and that each parser has already been evaluated on
a full corpus of GRs in order to measure precision
and recall across all dependency types. (Calculat-
ing precision for the unbounded dependency eval-
uation would be difficult since that would require
us to know how many incorrect unbounded depen-
dencies were returned by each parser.)

3.1 Statistics relating to the constructions

Table 2 shows the percentage of sentences in the
PTB, from those sections that were examined,
which contain an example of each type of un-
bounded dependency. Perhaps not surprisingly,
root subject extractions from relative clauses are
by far the most common, with the remaining con-
structions occurring in roughly between 1 and 2%
of sentences. Note that, although examples of
each individual construction are relatively rare, the
combined total is over 10% (assuming that each
construction occurs independently). Section 6
contains a discussion regarding the frequency of
occurrence of these events and the consequences
of this for parser performance.

Table 3 shows the average and maximum dis-
tance between head and dependent for each con-
struction, as measured by the difference between
word indices. This is a fairly crude measure of
distance but gives some indication of how “long-
range” the dependencies are for each construc-
tion. The cases of object extraction from a relative
clause and subject extraction from an embedded
clause provide the longest dependencies, on aver-
age. The following sentence gives an example of
how far apart the head and dependent can be in a
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Construction Avg Dist Max Dist

Obj rel clause 6.8 21
Obj reduced rel 3.4 8
Sbj rel clause 4.4 18
Free rel 3.4 16
Obj wh-question 4.8 9
RNR 4.8 23
Sbj embedded 7.0 21

Table 3: Distance between head and dependent.

subject embedded construction:
the same stump which had impaled the car of

many a guest in the past thirty years and which he
refused to have removed.

3.2 The parsers

The parsers that we chose to evaluate are the C&C

CCG parser (Clark and Curran, 2007), the Enju
HPSG parser (Miyao and Tsujii, 2005), the RASP

parser (Briscoe et al., 2006), the Stanford parser
(Klein and Manning, 2003), and the DCU post-
processor of PTB parsers (Cahill et al., 2004),
based on LFG and applied to the output of the
Charniak and Johnson reranking parser. Of course
we were unable to evaluate every publicly avail-
able parser, but we believe these are representative
of current wide-coverage robust parsing technol-
ogy.1

The C&C parser is based on CCGbank (Hock-
enmaier and Steedman, 2007), a CCG version of
the Penn Treebank. It is ideally suited for this eval-
uation because CCG was designed to capture the
unbounded dependencies being considered. The
Enju parser was designed with a similar motiva-
tion to C&C, and is also based on an automat-
ically extracted grammar derived from the PTB,
but the grammar formalism is HPSG rather than
CCG. Both parsers produce head-word dependen-
cies reflecting the underlying predicate-argument
structure of a sentence, and so in theory should be
straightforward to evaluate.

The RASP parser is based on a manually con-
structed POS tag-sequence grammar, with a sta-
tistical parse selection component and a robust

1One obvious omission is any form of dependency parser
(McDonald et al., 2005; Nivre and Scholz, 2004). However,
the dependencies returned by these parsers are local, and it
would be non-trivial to infer from a series of links whether a
long-range dependency had been correctly represented. Also,
dependency parsers are not significantly better at recovering
head-based dependencies than constituent parsers based on
the PTB (McDonald et al., 2005).

partial-parsing technique which allows it to re-
turn output for sentences which do not obtain a
full spanning analysis according to the grammar.
RASP has not been designed to capture many of the
dependencies in our corpus; for example, the tag-
sequence grammar has no explicit representation
of verb subcategorisation, and so may not know
that there is a missing object in the case of extrac-
tion from a relative clause (though it does recover
some of these dependencies). However, RASP is
a popular parser used in a number of applications,
and it returns dependencies in a suitable format for
evaluation, and so we considered it to be an appro-
priate and useful member of our parser set.

The Stanford parser is representative of a large
number of PTB parsers, exemplified by Collins
(1997) and Charniak (2000). The Parseval scores
reported for the Stanford parser are not the highest
in the literature, but are competitive enough for our
purposes. The advantage of the Stanford parser is
that it returns dependencies in a suitable format for
our evaluation. The dependencies are obtained by
a set of manually defined rules operating over the
phrase-structure trees returned by the parser (de
Marneffe et al., 2006). Like RASP, the Stanford
parser has not been designed to capture unbounded
dependencies; in particular it does not make use of
any of the trace information in the PTB. However,
we wanted to include a “standard” PTB parser in
our set to see which of the unbounded dependency
constructions it is able to deal with.

Finally, there is a body of work on inserting
trace information into the output of PTB parsers
(Johnson, 2002; Levy and Manning, 2004), which
is the annotation used in the PTB for representing
unbounded dependencies. The work which deals
with the PTB representation directly, such as John-
son (2002), is difficult for us to evaluate because it
does not produce explicit dependencies. However,
the DCU post-processor is ideal because it does
produce dependencies in a GR format. It has also
obtained competitive scores on general GR evalu-
ation corpora (Cahill et al., 2004).

3.3 Parser evaluation

The parsers were run essentially out-of-the-box
when parsing the test sentences. The one excep-
tion was C&C, which required some minor adjust-
ing of parameters, as described in the parser doc-
umentation, to obtain close to full coverage on the
data. In addition, the C&C parser comes with a
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Obj RC Obj Red Sbj RC Free Obj Q RNR Sbj Embed Total

C&C 59.3 62.6 80.0 72.6 (81.2) 27.5 49.4 22.4 (59.7) 53.6
Enju 47.3 65.9 82.1 76.2 32.5 47.1 32.9 54.4

DCU 23.1 41.8 56.8 46.4 27.5 40.8 5.9 35.7

Rasp 16.5 1.1 53.7 17.9 27.5 34.5 15.3 25.3
Stanford 22.0 1.1 74.7 64.3 41.2 45.4 10.6 38.1

Table 4: Parser accuracy on the unbounded dependency corpus; the highest score for each construction
is in bold; the figures in brackets for C&C derive from the use of a separate question model.

specially designed question model, and so we ap-
plied both this and the standard model to the object
wh-question cases.

The parser output was evaluated against each
dependency in the corpus. Due to the various GR

schemes used by the parsers, an exact match on the
dependency label could not always be expected.
We considered a correctly recovered dependency
to be one where the gold-standard head and depen-
dent were correctly identified, and the label was
an “acceptable match” to the gold-standard label.
To be an acceptable match, the label had to indi-
cate the grammatical function of the extracted el-
ement at least to the level of distinguishing active
subjects, passive subjects, objects, and adjuncts.
For example, we allowed an obj (object) relation
as a close enough match for dobj (direct object)
in the corpus, even though obj does not distin-
guish different kinds of objects, but we did not al-
low generic “relative pronoun” relations that are
underspecified for the grammatical role of the ex-
tracted element.

The differences in GR schemes were such that
we ended up performing a time-consuming largely
manual evaluation. We list here some of the key
differences that made the evaluation difficult.

In some cases, the parser’s set of labels was less
fine-grained than the gold standard. For example,
RASP represents the direct objects of both verbs
and prepositions as dobj (direct object), whereas
the gold-standard uses pobj for the preposition
case. We counted the RASP output as correctly
matching the gold standard.

In other cases, the label on the dependency
containing the gold-standard head and depen-
dent was too underspecified to be acceptable by
itself. For example, where the gold-standard
relation was dobj(placed,buckets), DCU

produced relmod(buckets,placed) with
a generic “relative modifier” label. However,

the correct label could be recovered from else-
where in the parser output, specifically a com-
bination of relpro(buckets,which) and
obj(placed,which). In this case we counted
the DCU output as correctly matching the gold
standard.

In some constructions the Stanford scheme,
upon which the gold-standard was based, makes
different choices about heads than other schemes.
For example, in the the phrase Honolulu, which is
the center of the warning system, the corpus con-
tains a subject dependency with center as the head:
nsubj(center,Honolulu). Other schemes,
however, treat the auxiliary verb is as the head of
the dependency, rather than the predicate nominal
center. As long as the difference in head selec-
tion was due solely to the idiosyncracies of the GR

schemes involved, we counted the relation as cor-
rect.

Finally, the different GR schemes treat coordi-
nation differently. In the corpus, coordinated ele-
ments are always represented with two dependen-
cies. Thus the phrase they may half see and half
imagine the old splendor has two gold-standard
dependencies: dobj(see,splendor) and
dobj(imagine,splendor). If a parser pro-
duced only the former dependency, but appeared
to have the coordination correct, then we awarded
two marks, even though the second dependency
was not explicitly represented.

4 Results

Accuracies for the various parsers are shown in Ta-
ble 4, with the highest score for each construction
in bold. Enju and C&C are the top performers,
operating at roughly the same level of accuracy
across most of the constructions. Use of the C&C

question model made a huge difference for the wh-
object construction (81.2% vs. 27.5%), showing
that adaptation techniques specific to a particular
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construction can be successful (Rimell and Clark,
2008).

In order to learn more from these results, in Sec-
tion 5 we analyse the various errors made by the
C&C parser on each construction. The conclusions
that we arrive at for the C&C parser we would also
expect to apply to Enju, on the whole, since the de-
sign of the two parsers is so similar. In fact, some
of the recommendations for improvement on this
corpus, such as the need for a better parsing model
to make better attachment decisions, are parser in-
dependent.

The poor performance of RASP on this corpus
is clearly related to a lack of subcategorisation in-
formation, since this is crucial for recovering ex-
tracted arguments. For Stanford, incorporating the
trace information from the PTB into the statistical
model in some way is likely to help. The C&C and
Enju parsers do this through their respective gram-
mar formalisms. Our informal impression of the
DCU post-processor is that it has much of the ma-
chinery available to recover the dependencies that
the Enju and C&C parsers do, but for some reason
which is unclear to us it performs much worse.

5 Analysis of the C&C Parser

We categorised the errors made by the C&C parser
on the development data for each construction. We
chose the C&C parser for the analysis because it
was one of the top performers and we have more
knowledge of its workings than those of Enju.

The C&C parser first uses a supertagger to as-
sign a small number of CCG lexical categories (es-
sentially subcategorisation frames) to each word in
the sentence. These categories are then combined
using a set of combinatory rules to build a CCG

derivation. The parser uses a log-linear probabil-
ity model to select the highest-scoring derivation
(Clark and Curran, 2007). In general, errors in de-
pendency recovery may occur if the correct lexical
category is not assigned by the supertagger for one
or more of the words in a sentence, or if an incor-
rect derivation is chosen by the parsing model.

For unbounded dependency recovery, one
source of errors (labeled type 1 in Table 5) is the
wrong lexical category being assigned to the word
(normally a verb or preposition) governing the ex-
traction site. In these testaments that I would sub-
mit here, if submit is assigned a category for an
intransitive rather than transitive verb, the verb-
object relation will not be recovered.

1a 1b 1c 1d 2 3 Errs Tot

ObjRC 6 5 2 13 20
ObjRed 2 1 1 1 3 8 23
SbjRC 8 1 9 43
Free 1 1 2 22
ObjQ 2 2 4 25
RNR 2 1 7 3 13 28
SbjEmb 3 2 1 4 10 13
Subtotal 6 2 12 4
Total 24 21 14 59 174

Table 5: Error analysis for C&C. Errs is the to-
tal number of errors for a construction, Tot is the
number of dependencies of that type in the devel-
opment data.

There are a number of reasons why the wrong
category may be assigned. First, the lexicon may
not contain enough information about possible
categories for the word (1a), or the necessary cat-
egory may not exist in the parser’s grammar at all
(1b). Even if the grammar contains the correct cat-
egory and the lexicon makes it available, the pars-
ing model may not choose it (1c). Finally, a POS-
tagging error on the word may mislead the parser
into assigning the wrong category (1d).2

A second source of errors (type 2) is attach-
ment decisions that the parser makes indepen-
dently of the unbounded dependency. In Morgan
. . . carried in several buckets of water from the
spring which he poured into the copper boiler, the
parser assigns the correct categories for the rela-
tive pronoun and verb, but chooses spring rather
than buckets as the head of the relativized NP (i.e.
the object of pour). Most attachment errors in-
volve prepositional phrases (PPs) and coordina-
tion, which have long been known to be areas
where parsers need improvement.

Finally, errors in unbounded dependency recov-
ery may be due to complex errors in the surround-
ing parse context (type 3). We will not comment
more on these cases since they do not tell us much
about unbounded dependencies in particular.

Table 5 shows the distribution of error types
across constructions for the C&C parser. Subject
relative clauses, for example, did not have any er-
rors of type 1, because a verb with an extracted

2We considered an error to be type 1 only when the cate-
gory error occurred on the word governing the extraction site,
except in the subject embedded sentences, where we also in-
cluded the embedding verb, since the category of this verb is
key to dependency recovery.
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subject does not require a special lexical category.
Most of the errors here are of type 2. For exam-
ple, in a series of pipes and a pressure-measuring
chamber which record the rise and fall of the wa-
ter surface, the parser attaches the relative clause
to chamber but not to series.

Subject embedded sentences show a different
pattern. Many of the errors can be attributed to
problems with the lexicon and grammar (1a and
1b). For example, in shadows that they imagined
were Apaches, the word imagined never appears in
the training data with the correct category, and so
the required entry is missing from the lexicon.

Object extraction from a relative clause had
a higher number of errors involving the parsing
model (1c). In the first carefree, dreamless sleep
that she had known, the transitive category is
available for known, but not selected by the model.

The majority of the errors made by the parser
are due to insufficient grammar coverage or weak-
ness in the parsing model due to sparsity of head
dependency data, the same fundamental problems
that have dogged automatic parsing since its in-
ception. Hence one view of statistical parsing is
that it has allowed us to solve the easy problems,
but we are still no closer to a general solution for
the recovery of the “difficult” dependencies. One
possibility is to create more training data target-
ing these constructions – effectively “active learn-
ing by construction” – in the way that Rimell and
Clark (2008) were able to build a question parser.
We leave this idea for future work.

6 Discussion

Unbounded dependencies are rare events, out in
the Zipfian “long tail”. They will always consti-
tute a fraction of a percent of the overall total of
head-dependencies in any corpus, a proportion too
small to make a significant impact on global mea-
sures of parser accuracy, when expressive parsers
are compared to those that merely approximate
human grammar using finite-state or context-free
covers. This will remain the case even when such
measures are based on dependencies, rather than
on parse trees.

Nevertheless, unbounded dependencies remain
highly significant in a much more important sense.
They support the constructions that are central to
those applications of parsing technology for which
precision is as important as recall, such as open-
domain question-answering. As low-power ap-

proximate parsing methods improve (as they must
if they are ever to be usable at all for such tasks),
we predict that the impact of the constructions we
examine here will become evident. No matter how
infrequent object questions like “What do frogs
eat?” are, if they are answered as if they were sub-
ject questions (“Herons”), users will rightly reject
any excuse in terms of the overall statistical distri-
bution of related bags of words.

Whether such improvements in parsers come
from the availability of more human-labeled data,
or from a breakthrough in unsupervised machine
learning, we predict an imminent “Uncanny Val-
ley” in parsing applications, due to the inability of
parsers to recover certain semantically important
dependencies, of the kind familiar from humanoid
robotics and photorealistic animation. In such ap-
plications, the closer the superficial resemblance
to human behavior gets, the more disturbing sub-
tle departures become, and the more they induce
mistrust and revulsion in the user.

7 Conclusion

In this paper we have demonstrated that current
parsing technology is poor at recovering some
of the unbounded dependencies which are crucial
for fully representing the underlying predicate-
argument structure of a sentence. We have also
argued that correct recovery of such dependen-
cies will become more important as parsing tech-
nology improves, despite the relatively low fre-
quency of occurrence of the corresponding gram-
matical constructions. We also see this more fo-
cused parser evaluation methodology — in this
case construction-focused — as a way of improv-
ing parsing technology, as an alternative to the
exclusive focus on incremental improvements in
overall accuracy measures such as Parseval.
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Abstract

Human sentence processing occurs incrementally. Most mod-
els of human processing rely on parsers that always build con-
nected tree structures. But according to the theory of Good
Enough parsing (Ferreira & Patson, 2007), humans parse sen-
tences using small chunks of local information, not always
forming a globally coherent parse. This difference is appar-
ent in the study of local coherence effects (Tabor, Galantucci,
& Richardson, 2004), wherein a locally plausible interpreta-
tion interferes with the correct global interpretation of a sen-
tence. We present a model that accounts for these effects using
a wide-coverage parser that captures the idea of Good Enough
parsing. Using Combinatory Categorial Grammar, our parser
works bottom-up, enforcing the use of local information only.
We model the difficulty of processing a sentence in terms of the
probability of a locally coherent reading relative to the prob-
ability of the globally coherent reading of the sentence. Our
model successfully predicts psycholinguistic results.
Keywords: sentence processing; parsing complexity; local
coherence; Good Enough parsing; Combinatory Categorial
Grammar

Introduction
A major topic of inquiry in cognitive science is the process
by which people produce and comprehend sentences. Hu-
man sentence processing is known to proceed incrementally:
people construct syntactic and semantic interpretations grad-
ually as a sentence unfolds, rather than waiting until after the
whole sentence has been received. But although we know that
syntactic information becomes available progressively while
comprehending a sentence, it is still an open question to what
extent decisions made early in the parsing process can con-
strain later decisions.

One phenomenon that can shed light on this question is
local coherence effects. Local coherence effects arise when
a sentence includes a substring with a plausible local inter-
pretation that is incompatible with the global interpretation.
(In other words, the interpretation is merely locally coherent,
but not globally coherent.) A typical example (from Tabor,
Galantucci, & Richardson, 2004) is:

(1) A/R: The coach smiled at the player tossed a frisbee.

A typical reader, seeing this sentence for the first time, will
find it difficult to understand and will likely judge it to be
ungrammatical. But this difficulty is unexpected in light of
similar sentences:

(2) U/R: The coach smiled at the player thrown a frisbee.

(3) A/U: The coach smiled at the player who was tossed
a frisbee.

(4) U/U: The coach smiled at the player who was thrown
a frisbee.

These four sentences, all intended to be close paraphrases of
one another, illustrate a puzzle: while the majority of read-
ers reject (1), they accept (3) and (4), with mixed results for
(2). These sentence differ on two dimensions: the past par-
ticiple can be Ambiguous (such as tossed, which can be a
past participle or a past tense form) or Unambiguous (such as
thrown), and the relative clause can be Reduced (without who
was) or Unreduced (with who was). Neither of these alterna-
tions generally changes the grammaticality of a sentence, so
we would naively predict that if (4) is acceptable, then (1) is
as well. Our challenge is to explain why this naive predic-
tion is wrong. Intuitively, it seems that the local coherence
of the substring the player tossed a frisbee in (1) as a plausi-
ble complete sentence is distracting from its globally correct
interpretation as an object with a relative clause.

Tabor, Galantucci, and Richardson demonstrate the exis-
tence of local coherence effects as a psycholinguistic phe-
nomenon in two different studies: in the first, they find in-
creased reading times at the ambiguous past participle in (1).
They present subjects with sentences from 20 sets of sen-
tences like those seen above and measure reading times for
each word using self-paced reading. In this methodology,
longer reading times are taken to indicated increased process-
ing difficulty. As expected based on previous studies (e.g.
Ferreira & Clifton, 1986), they find substantially increased
reading times for the Reduced cases as compared to the Unre-
duced cases, both on the past participle (e.g. tossed) and on
the following word. Moreover, they find an unexpected in-
teraction between Ambiguity and Reducedness: while the
A/U reading times are not significantly different from the
U/U reading times, the A/R reading times are substantially
increased relative to the U/R reading times. This superaddi-
tive difficulty of the A/R condition is the signature of a local
coherence effect.

In the second experiment, Tabor, Galantucci, and Richard-
son replicate the first using a grammaticality judgement task.
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Grammaticality Judgement Data from Tabor, 
Galantucci, and Richardson (2004)
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Figure 1: Grammaticality judgement data from Tabor, Galan-
tucci, and Richardson (2004). The signature of a local coher-
ence effect is the superadditive proportion of ungrammatical
judgements in the Ambiguous/Reduced condition.

They find decreased acceptance of Reduced sentences as
grammatical, with an interaction between Ambiguity and Re-
ducedness such that A/R sentences are judged unacceptable
superadditively often (see Figure 1). Once again, decreased
acceptability judgements are taken to indicate processing dif-
ficulty.

Note that sentences in the A/R condition are not just stan-
dard garden path sentences. In a standard garden path sen-
tence, the disambiguating information comes after the reader
has already been led astray. In contrast, in sentences such
as (1), the disambiguating information comes at the begin-
ning of the sentence. Thus the reader in theory already knows
that tossed cannot be a past tense form and must be a past
participle. Yet despite that, these sentences cause processing
difficulty.

A model of human sentence processing should be able to
predict the difficulty of sentences with local coherence ef-
fects. However, most existing models cannot. In particu-
lar, most standard theories of parsing assume that that all
accrued knowledge from the parsing process is taken into
account at all times. Models following this assumption can
straightforwardly account for standard garden paths because
there is nothing inconsistent about initially misinterpreting a
sentence before having access to the disambiguating informa-
tion. But these models cannot take the same position in ac-
counting for local coherence effects: when the disambiguat-
ing information has already been seen and smiled has already
been recognized as the main verb of the sentence, they can-
not entertain the inconsistent possibility that tossed is also a
main verb. Computational implementations of wide-coverage
parsers generally also make this assumption of global consis-
tency (e.g. Roark, 2001; Sturt, Costa, Lombardo, & Frasconi,
2003; Demberg & Keller, 2008). For many applications, this

assumption may be convenient. But for a parser to be credible
as a model of human sentence processing, it must be able to
predict these psycholinguistic effects, which requires relaxing
this assumption.

An alternate theory of sentence processing is Ferreira and
colleagues’ Good Enough (GE) parsing. Ferreira and Patson
(2007) describe GE parsing:

People compute local interpretations that are sometimes
inconsistent with the overall sentence structure, indi-
cating that the comprehension system tries to construct
interpretations over small numbers of adjacent words
whenever possible and can be lazy about computing a
more global structure and meaning.

The GE theory of parsing asserts that people do not con-
struct full representations for sentences the majority of the
time. Rather, they construct just enough to complete the task
at hand, only constructing a further representation if neces-
sary. Moreover, because people base their first-pass construc-
tions on local information and generally construct only partial
parse trees, these partial parses may contradict one another.
A GE parsing account can thus easily account for local co-
herence effects. We will develop a computational model of
why local coherence effects arise within the framework of
GE parsing.

Previous Models of Local Coherence Effects
Two models have previously attempted to account for local
coherence effects: Levy (2008) uses a noisy-channel model
to argue that because there is uncertainty in linguistic input,
the parse of a sentence should be modeled as a probability
distribution over a set of candidate sentences (including the
intended sentence and its near-neighbors). Given such a prob-
ability distribution, the effect of reading each word can be
modeled and quantified in terms of a belief update. Levy pre-
dicts that a larger change in beliefs will correspond to greater
processing difficulty and longer reading times. This in turn
predicts local coherence effects because the rarer sentences
provoke larger changes in belief.

Levy’s model only considers fully connected and gram-
matical (partial) parses as candidates, thus it does not cap-
ture the intuition of GE parsing. An additional limitation of
the model is that due to the computational load of calculat-
ing near-neighbors, it has only been implemented using a toy
Probabilistic Context Free Grammar (PCFG), rather than a
richer, wide-coverage language model.

The other previously existing model of local coherence
effects comes from Bicknell and Levy (2009). They again
model local coherence effects as arising from belief updates.
Specifically, they model them as the consequences of an up-
date from a bottom-up prior belief to a posterior belief that
takes top-down information into account. They thus pre-
dict processing difficulty in the case of locally coherent sub-
strings because the bottom-up statistics make strong predic-
tions about the category of the substrings, which are then con-
tradicted by top-down information.
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This model begins to capture the idea of GE parsing by
looking at substrings of different lengths. However, it has no
way to integrate the information it receives from these differ-
ent substring lengths because evaluating these substrings is
post hoc, not an actual part of the parsing process. Addition-
ally, like Levy’s (2008) model, it has only been implemented
using a toy PCFG.

Thus there is currently no general, wide-coverage model of
human parsing that implements a GE parsing strategy. Com-
putational models of local coherence effects have instead had
to account for the phenomenon indirectly, either through a
noisy channel model or by predicting the effects without ac-
tually simulating the parsing process, and have been confined
to parsing with small toy grammars. We will develop a model
to address these shortcomings.

A New Model of Local Coherence Effects
Our goal is to model the process by which local coherence ef-
fects emerge as the result of Good Enough parsing, within the
context of a wide-coverage parser. In the example sentence
The coach smiled at the player tossed a frisbee, our intuition
is that processing difficulty arises from the locally coherent
reading of the player tossed a frisbee, which distracts from
the globally coherent reading. Our model will capture this
intuition by using a strictly bottom-up parser to remove the
top-down influence of non-local constraints.

Strictly bottom-up parsing is frequently rejected as a plau-
sible model for human parsing because, it is claimed, it does
not allow for incremental interpretation. The standard argu-
ment says that a clause can only be interpreted when it is
seen in full (i.e., at the end of a constituent). But in a strictly
right-branching language, this means that nothing can be in-
terpreted until the very end of the sentence because only then
is any constituent completed.

To overcome this objection, our parser uses the Combina-
tory Categorial Grammar (CCG) formalism to represent lin-
guistic structures. CCG was specifically designed to allow
for incremental bottom-up parsing by using a more flexible
notion of constituents.

Combinatory Categorial Grammar
Combinatory Categorial Grammar is a grammar formalism
based on Categorial Grammar (CG). We base our description
of it here on Steedman (2000).

CCG revolves around functional categories and rules for
combining them. Categories can be either functions or argu-
ments and are defined recursively: Base categories such as S
and NP represent arguments. Functions are of the form α/β
or α\β, where α and β are categories. To the right of the
slash is the argument of the function, and to the left is its
result. The direction of the slash indicates the directionality
of composition: / means the argument is to the right and \
means the argument is to the left. An English verb phrase,
for example, will have the category S\NP, indicating that it
combines with an NP on its left and results in a sentence. We
also allow a finite set of features on our base categories, such

John eats apples
NP (S\NP)/NP NP

>
S\NP

<
S

(a) Right-branching deriva-
tion

John eats apples
NP (S\NP)/NP NP

>T
S/(S\NP)

>B
S/NP

>
S

(b) Left-branching derivation

Figure 2: Right- and left-branching CCG derivations for the
sentence John eats apples. (S\NP)/NP is the CCG category
for a transitive verb. Without type-raising, eats can only com-
bine with apples, yielding the typical right-branching deriva-
tion in (a). With type-raising, John can combine immediately
with eats, yielding the left-branching derivation in (b).

as person, number, and gender on NPs. These are notated as
e.g. NP[3sf].

A CCG derivation uses rules to combine categories. Pure
CG relies on two rules, named > and <, to combine cate-
gories:

(5) X/Y Y → X (>)

(6) Y X\Y → X (<)

CCG introduces further combinatory rules that allow for
more flexible notions of constituency than other grammar for-
malisms. In particular, it includes two lexical type-raising
rules, named >T and <T:

(7) X → T/(T\X) (>T)

(8) X → T\(T/X) (<T)

In these rules—which are here shown in the derivation, but
in fact operate in the lexicon—T can be any lexical category
taking X as argument. For instance, we could use >T to type-
raise NP to S/(S\NP). Applying this rule limits the other
categories the NP can combine with. Intuitively, we can think
of the output of this rule as similar to an NP with nominative
case-marking. It specifies not just that the word or phrase in
question is a noun, but that it is a subject which must combine
with a predicate.

These type raising rules allow us to parse a sentence in-
crementally by forming nontraditional constituents, leading
to left-branching derivations (see Figure 2). CCG thus allows
each new word of the input to be incorporated into the ex-
isting constituent structure as it is encountered, which makes
incremental bottom-up parsing possible.

The Model
We take a bottom-up CCG parser as the basis of our model
of human sentence processing. In order to predict process-
ing difficulty caused by local coherence effects, we need a
linking hypothesis to specify the relation between the parser
output and psycholinguistic measures such as grammaticality
judgements or reading times. Our linking hypothesis should
embody the theory of Good Enough parsing, focusing on in-
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terpretations of local substrings.
We adapt a model proposed by Jurafsky (1996) to predict

garden path effects. To make graded predictions, rather than
categorical distinctions, we will adopt a probabilistic frame-
work, and consider the probabilities of various substrings
of a sentence. In particular, we could consider either the
inside probability P(S → substring) (alternately written as
P(substring | S)) or the inverse probability P(S | substring).
We do not know of a computationally tractable way to calcu-
late P(S | substring) from our parser. Calculating the inside
probability, on the other hand, is a fundamental part of the
parsing process. It is most parsimonious to base our model
on the inside probabilities that are already being calculated.

Our intuition is that if an incorrect interpretation of a sub-
string is highly plausible relative to the correct interpretation
of the sentence, then it will cause processing difficulty. In
a sentence such as The coach smiled at the player tossed a
frisbee, the substring that we expect to cause difficulty is the
locally coherent substring the player tossed a frisbee. We
thus consider the ratio:

P(S → the player tossed a frisbee)
P(S → The coach smiled at the player tossed a frisbee)

In this case, the ratio will be high because The player tossed a
frisbee is a relatively likely sentence. In the other three cases,
the ratio will be low because none of the following are very
plausible sentences:

(9) the player thrown a frisbee

(10) the player who was tossed a frisbee

(11) the player who was thrown a frisbee

Although in theory this ratio could be as low as 0, in prac-
tice this does not occur because there is generally some (low
probability) way to parse each phrase as a sentence. We take
this ratio as a measure of processing difficulty.

Implementation
We implement our model using a Combinatory Categorial
Grammar parser based on the Cocke-Kasami-Younger (CKY)
algorithm. This algorithm was originally developed for Con-
text Free Grammars and uses dynamic programing to parse
from the bottom up: given a sentence, it first calculates the
probabilities of all ways to generate each word using a rule
X → word. For each potential pair of categories X1 and X2
that could have generated adjacent words w1 and w2, it then
calculates the probabilities of all ways to generate that pair
using a rule X3 → X1X2. This allows us to calculate the in-
side probability P(X3 → w1w2). Continuing iteratively, we
can calculate the inside probabilities of all substrings of the
sentence.

We used a modified version of the StatOpenCCG parser,
developed by Christodoulopoulos (2008), which is it-
self an extension of the OpenCCG parser (White, 2008).
StatOpenCCG implements a statistical version of the CKY al-
gorithm which operates using a generative head-dependency

model over CCG categories: From the parent (starting with a
ROOT node), a head is generated with a certain probability.
Then its sisters are generated with probability conditioned on
the head category, the sister’s direction from the head, and
whether it is adjacent to the head. Although the number of
CCG categories is theoretically infinite, our parser is con-
strained to only use categories that have appeared in the train-
ing data set. With this constraint, the runtime of the parser is
bounded by O(n3). The parser has been trained on sections
1 through 22 of the CCGbank (Hockenmaier, 2003), a CCG
version of the Penn treebank.

Our experiments use two different lexicons. The first lexi-
con is that taken from sections 1 through 22 of the CCGbank.
However, this lexicon is too small to parse the majority of
the sentences we wish to consider. To obtain a larger lexicon,
we parsed six months of the New York Times (comprising
approximately 50 million word tokens) taken from the Giga-
word corpus (Graff, 2003). Sentences from the corpus were
passed through the RASP tokenizer (Briscoe, Carroll, & Wat-
son, 2006) and then parsed using the C&C CCG parser (Cur-
ran, Clark, & Bos, 2007). This state-of-the-art parser obtains
labelled precision of 84.8% and labelled recall of 84.5% on
section 23 of the CCGbank. It is extremely fast and provides
the best parse accuracy from a CCG parser, making it conve-
nient for obtaining large amounts of data to construct a larger
lexicon. (However, it is not a cognitively plausible parser, as
it relies on its supertagger and other cognitively implausible
tricks to speed its parsing.) From this parsed sample, we ex-
tracted the lexicon for use in the StatOpenCCG parser (with
the statistical parsing model over categories trained as before
on CCGbank data). Although this lexicon of course contains
quite a few errors, we verify that it nonetheless parses our test
sentences correctly, placing the correct parses among the top
results.

Experiments
We present two sets of experiments in which we test
our model against the results from Tabor, Galantucci, and
Richardson (2004). The first uses a small but high-quality
lexicon to parse two test cases. The second uses a larger,
error-ridden lexicon to parse a larger set of sentences. Recall
that Tabor, Galantucci, and Richardson’s (2004) study used
20 sets of sentences like those in (1)–(4).

Experiment 1: Test Cases using the CCGbank
Lexicon
Because CCGbank is derived from a human-annotated tree-
bank, the quality of the lexicon it yields is high. Nevertheless,
it is small in comparison to human lexicons, and the passive
relative constructions we are investigating are sparsely rep-
resented. In fact, the CCGbank lexicon contains only two
words which are unambiguous ditransitive passive participles
(i.e., (S[pss]\NP)/NP but not (S[dcl]\NP)/NP—where [pss]
indicates a past participle used in a passive construction, and
[dcl] indicates a declarative sentence). These two words are
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Figure 3: Results from Experiment 1, two test cases using the high-quality CCGbank lexicon. In both sets of sentences, the
A/R case displays the correct pattern of superadditive difficulty.

written and given. Using these words, we construct two sen-
tence sets, based on sentences used by Tabor, Galantucci, and
Richardson:

(12) He questioned a congressman (who was)
sent/written a letter.

(13) He addressed the woman (who was) offered/given a
beer.

All words in these sentences are in the CCGbank lexicon. We
parse them using our high-quality lexicon.

Results For these sentences, we obtain the predicted ratios:

P(S → locally coherent substring)
P(S → whole sentence)

Results are in Table 1 and Figure 3. We compare our results to
the grammaticality judgements from Tabor, Galantucci, and
Richardson (see Figure 1).

As we see in Figure 3(a), the set of sentences (12) dis-
plays the correct pattern of superadditive difficulty in the A/R
case. While there is little difference in difficulty between the
A/U and U/U conditions, there is a marked increase to the
U/R condition, and a superadditive increase to the A/R con-
dition. This mirrors the pattern seen in Tabor, Galantucci, and
Richardson’s grammaticality judgements.

We see the same superadditive pattern of difficulty in our
results for the set of sentences (13), shown in Figure 3(b).
Somewhat surprisingly, the U/R condition is in fact predicted
to be marginally easier than the Unreduced sentences in this
set. This may be because given is an extremely common
word. Although it is unambiguous in that it cannot be a past
tense, it is in fact a highly ambiguous word, with 18 entries in
the CCGbank lexicon. For instance, it can serve as a preposi-
tion, as in Given the weather, I will stay inside today. Regard-

Table 1: Predicted difficulty ratios from all experiments,
alongside grammaticality judgements from Tabor, Galan-
tucci, and Richardson (2004).

Type TG&R Exp1: written Exp1: given Exp2
U/U .28 1.27 5.45 5.74
A/U .28 1.85 5.46 8.46
U/R .61 7.96 5.16 11.60
A/R .78 9.76 8.18 12.34

less of this slight puzzle, the A/R case displays the correct
pattern of superadditive difficulty.

Experiment 2: Using the Gigaword Lexicon
Using the Gigaword lexicon, we are able to parse 13 out of the
20 sentences in the Tabor study. (Sentences were excluded
only if their past participles were not present in the lexicon.
All other vocabulary items are present.) We standardize all
sentences to begin with a pronoun. Additionally, for the sake
of parsing efficiency, we do not include the by phrases that
give the agent of the sentence. We further shorten two sen-
tence sets in ways that do not affect the target part of the sen-
tence.

Results Results from Experiment 2 are shown in Table 1
and Figure 4. We compare our results to the grammaticality
judgements from Tabor, Galantucci, and Richardson (see Fig-
ure 1). We find the correct trend of difficulties, with the A/R
condition most difficult, followed by U/R, followed by the
two Unreduced cases. We do not find the exact pattern of su-
peradditive difficulty in the A/R case, due to the fact that the
A/U case is in fact predicted to be much more difficult than
the U/U case, in contrast to the grammaticality ratings. Be-
cause the Gigaword lexicon is very error-prone, it is difficult
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Figure 4: Experiment 2 results. We find the expected pattern
of difficulty, but, due to the inflated predicted difficulty of the
U/R case, do not see superadditive difficulty in the A/R case.

to draw any firm conclusions from this quirk in our results.
However, we note that the A/R case is correctly predicted to
be substantially more difficult than either of the Unreduced
cases.

Conclusion
We have presented a model of local coherence effects using a
wide-coverage bottom-up Combinatory Categorial Grammar
parser. Our model can accurately predict which sentences
humans will have difficulty in processing; specifically, it pre-
dicts the local coherence effects found by Tabor, Galantucci,
and Richardson (2004). Our results support the psycholin-
guistic plausibility of CCG and the Good Enough theory of
parsing by demonstrating that a parser that uses bottom-up
local information can both perform well as a wide-coverage
parser and predict specific psycholinguistic results.

Interestingly, the architecture of our version of the GE
parser differs from Ferreira’s original proposal. Ferreira
(2003) proposes that GE parsing occurs via two separate
strategies: one “algorithmic” and one “heuristic”. In con-
trast, our parser does not include this separation: all analyses,
both local and global, are produced by a uniform algorithm,
and all are heuristically evaluated using the parsing model.
This integration of strategies is a strength of our model, as it
demonstrates how local coherence effects could emerge nat-
urally as an inherent part of the parsing process.

In future work, we would like to make not just sentence-
level predictions but word-by-word reading time predictions.
Given that we have an entire parse chart, such predictions
should be possible. We are currently choosing inside prob-
abilities from two cells in the parse chart to compare, based
on outside knowledge of where processing difficulty is likely
to arise. We could do something similar for every cell in the
chart, considering the inside probability of the substring it

spans relative to the probability of the sentence as a whole.
With word by word predictions, we could model reading time
data as well as grammaticality judgement data. Such a model
would be applicable to a wide range of psycholinguistic data
beyond local coherence effects.
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